L ror T
Temperature Floor

[Ne II}—

[Ne [T

V_O
S
—_

Relative vF

—

0.1

0.01

Fully

Molecullar Core |

1 10 100 1000
Wavelength (microns)

10°

Hazy

a brief introduction to CLOUDY C13.04
1. Introduction and commands

Cloudy & Associates

www.nublado.org
August 1, 2015


http://www.nublado.org

il

Software: Copyright (©) 1978-2013 Gary J. Ferland and others. All rights reserved.

The software described in this documentation (CLOUDY) is subject to a FreeBSD-style software license
contained in the file 1icense. txt in the root directory of the distributed files. The list of co-authors is
given in the file others. txt in the same directory. Use of this program is not restricted provided each
use is acknowledged upon publication. The bibliographic reference to this version of CLOUDY is “version
xx.xx of the code last described Ferland et al. (2013).” The version number, shown here as “xx.xx”, should
be given. This version number, along with a complete citation, can be found by executing the code with the
print citation command included in the input script.

CLOUDY is an evolving code. You should confirm that you have the most recent version of the code by
checking the web site www.nublado.org. The code has a discussion board with emailing list. This will have
announcements of any updates to the code.

Portions of the documentation have been published, and are copyrighted by, the American Astronomical
Society, the Astronomical Society of the Pacific, and the Royal Astronomical Society. The remainder of the
documentation is subject to the following FreeBSD format documentation license:

Documentation: Copyright (©) 1978-2013 Gary J. Ferland and others. All rights reserved.

Redistribution and use of the documentation (all parts of HAZY and the Quick Start Guide) in source
(I£TEX) and ‘compiled’ forms (PDF, PostScript, HTML and so forth) with or without modification, are
permitted provided that the following conditions are met:

1. Redistributions of source code (I£IEX) must retain the above copyright notice, this list of conditions
and the following disclaimer as the first lines of the file 1icense_doc.txt in the root directory
unmodified.

2. Redistributions in compiled form (converted to PDF, PostScript, XML, HTML and other formats)
must reproduce the above copyright notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.

This documentation is provided by the CLOUDY project “as is” and any express or implied warranties,
including, but not limited to, the implied warranties of merchantability and fitness for a particular purpose
are disclaimed. In no event shall the CLOUDY project be liable for any direct, indirect, incidental, special,
exemplary, or consequential damages (including, but not limited to, procurement of substitute goods or
services; loss of use, data, or profits; or business interruption) however caused and on any theory of
liability, whether in contract, strict liability, or tort (including negligence or otherwise) arising in any way
out of the use of this documentation, even if advised of the possibility of such damage.

Cover image: Two models of the molecular cores in Crab Nebula filaments are shown. The upper panel is a
scenario where shocks or other energy sources maintain the temperature of the filament while the lower
panel shows the case where the synchrotron continuum energizes the filaments. Hy and CO emission lines
are labeled in the lower panel. The red circles in the upper panel compares the predicted shape of the dust
thermal emission peak at 70 microns with the shape found from the Herschel observations by Gomez et al.
The entire spectrum, including Hy, CO, and dust emission, is computed self consistently by specifying only
the composition, density, and column density of the gas, and the SED and flux of ionizing photons and
particles. Figure prepared by Jack Baldwin and is from Richardson et al. (2012).
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Chapter 1
INTRODUCTION

1.1 Overview

CLOUDY is a microphysics code. It is designed to simulate physical conditions within clouds ranging from
the intergalactic medium to the high-density LTE and STE limits. The range of temperatures extends from
the CMB temperature up to 1.001 x 10!° K and the physical state ranges between fully molecular to bare
nuclei. It predicts the thermal, ionization, and chemical structure of a cloud which lies with these limits, and
predicts its observed spectrum.

This document describes the input, output, and assumptions for the code. It fully defines the commands
used to drive the program. Part 2 gives details about the program structure, its output, the computational
environment, and how to call CLOUDY as a sub-program of other programs. The methods, approximations,
and assumptions used by CLOUDY are outlined in Part 3 of this document, although this part, like CLOUDY
itself, is still under construction. The Quick Start Guide summarizes these three volumes and gives a
general overview of the simulations.

Many environments are encountered in which dilute gas is heated and ionized by the radiation field
striking the gas. Under these circumstances it is possible to predict the physical conditions (that is, the
distribution of ionization, density, and temperature) across the cloud, and its resulting spectrum, in a unique
and self-consistent manner. This is done by simultaneously solving the equations of statistical and thermal
equilibrium, equations that balance ionization-neutralization processes, and heating-cooling processes,
respectively. The graduate text Osterbrock and Ferland (2006, hereafter AGN3) describe the physics
governing such environments and Ferland (2003) provides additional details on current research topics.

The instructions for downloading and setting up the code are on the web site www.nublado.org. We
maintain a discussion board at tech.groups.yahoo.com/group/cloudy _simulations where questions can be
posted.

1.2 'What must be specified

One powerful asset of photoionization analysis is the large number of observables resulting from only a few
input parameters. Intensities of a very large number of spectral lines! are predicted by CLOUDY. These

result from the specification of only a) the shape and intensity of the external radiation field striking a cloud,
b) the chemical composition and grain content of the gas, and c) the geometry of the gas, including its radial

! There is no limit to the number of spectral lines that the code can compute because there is no limit to the number
of levels of atoms of the H-like (H®, Het, etc) and He-like (He?, Lit, etc) isoelectronic sequences. Processor speed
and memory limit the simulation to a few million lines in most applications with today’s computers, however.
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extent and the dependence of density on radius. The following subsections describe the general philosophy
of the specification of each.

1.2.1 Incident radiation field

Both the shape and intensity of the external radiation field striking the cloud must be specified. Often this is
the region’s only source of heat and ionization. Different commands are usually used to specify the external
radiation field shape and intensity, although a few commands specify both.

Shape of the external radiation field The shape of the spectral energy distribution (SED) should be fully
specified between an energy of 1.001 x 1078 Ryd (A ~ 10 m — this is roughly the plasma frequency
of the Earth’s ionosphere) and an energy of 7.354 x 10% Ryd(hv ~100 MeV) if possible.> A
physically-motivated radiation field spanning the full energy range should be specified if possible.
This can be specified as a fundamental form (such as blackbody emission, optically thin
bremsstrahlung emission, or a power law with optional exponential cutoff), interpolated from tables
of points, or as the radiation field transmitted through a cloud and predicted by previous calculations.
Additionally, a set of built-in radiation fields (for instance, emission from many model atmospheres,
the observed Crab Nebula spectral energy distribution (SED), or several typical AGN SEDs) can be
specified as look-up tables.

Intensity or luminosity of the external radiation field The intensity of the external radiation field
striking the cloud must be specified. This can be given either as the flux striking a unit surface area
of cloud or as luminosity radiated by the central object into 47 sr. The code must be able to derive
the flux of photons (cm~2 s~!) striking the illuminated face of the cloud. There are many commands
that set these. Two cases, the intensity and luminosity cases, can be used to set the strength of the
radiation field. These are described in the next Chapter.

Combining several radiation fields Up to 100 different radiation fields can be included as part of the total
field striking the cloud. There must be exactly the same number of shape and luminosity
specifications. The code will stop if there are not.

1.2.2 Chemical Composition

The program considers the lightest 30 elements in detail. Grains are not part of the default composition but
can be included. All stages of ionization are treated, and all published charge exchange, radiative
recombination, and dielectronic recombination processes are included as recombination mechanisms.
Photoionization from valence and inner shells and many excited states, as well as collisional ionization by
both thermal and supra-thermal electrons, and charge transfer, are included as ionization mechanisms. The
chemistry includes many molecules and will go to the fully molecular limit (H in H, and C or O in CO).
Although the default composition is solar several other standard mixtures can easily be specified and an
arbitrary composition can be entered.

1.2.3 Geometry

The geometry is always 1D spherical but can be made effectively plane parallel by making the inner radius
much larger than the thickness of the cloud. The default is for the gas to have constant density and to fully

2 In much of the following discussion photon energies will be given in Rydbergs. The ionization potential of
hydrogen is nearly 1 Rydberg. See the discussion in Part 2 of this document for an exact definition and how to convert
the Rydberg to other units.
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fill its volume Other pressure laws and strongly clumped clouds can be computed as well.

CLOUDY normally assumes an open geometry, or one in which the gas has a very small covering factor
(these terms are defined in the following chapter and in section 5.9 of AGN3). This can be changed with the
sphere command which sets the covering factor to a large enough value for light escaping the cloud in the
direction towards the central object to always interact gas on the other side. This is a closed geometry. Line
photons which cross the central hole interact with line-absorbing gas on the far side if sphere static is set
but do not interact (because of a Doppler shift due to expansion) if sphere expanding is set. This case is
the default when sphere is specified.

1.2.4 Velocity Structure

CLOUDY normally assumes that only thermal motions broaden spectral lines and that there is no internal
velocity structure. These assumptions can be changed. A component of microturbulence can be added with
the turbulence command. A flow can be computed with the wind command.

1.3 The input deck

CLOUDY is driven by a set of command lines. These normally reside in a small input file which the code
reads when it starts. The commands are four-letter keywords (either upper or lower case) followed by
free-format numbers that may be mixed with letters. When CLOUDY is executed as a stand-alone program
standard input (stdin) is read for input and standard output (st dout) is used for output.

As an example, create a small file (say, called simple. in) containing the following lines:

title example input

hden 5 // log of hydrogen density, cm”™-3

blackbody 5e4 K // spectral shape is a 50000K blackbody
// intensity of blackbody is set with

// ionization parameter so starting radius is not needed
ionization parameter -2

Suppose that the code has been compiled to create the executable cloudy . exe. Then, the model
described by the parameters in this input file could be computed by typing the following at the command
prompt:

cloudy.exe —-r simple
Note that on many Linux systems the command will have to be written as
./cloudy.exe -r simple

for system security. The file simple. in will be read for input and the output will be in the file
simple.out.

The www.nublado.org web site has many more details about running this version of CLOUDY in the page
RunCode.

It is also possible for a larger program to drive CLOUDY directly by treating it as a subroutine. See
RunCode for more details.


http://www.nublado.org
http://trac.nublado.org/wiki/RunCode
http://trac.nublado.org/wiki/RunCode
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1.4 What is computed and reported

The code creates an output file as the model is computed. The program begins by echoing the input
commands, except for comment lines beginning with a #, %, //, or c_ (a space after the leading c).
Comments are ignored. The input stream ends with either a blank line or the end-of-file. Some properties of
the incident radiation field, such as luminosity and number of photons in certain frequency ranges, are then
printed.

CLoUDY works by dividing a cloud into a set of thin concentric shells referred to as zones. The zones are
chosen to have thicknesses that are small enough for the physical conditions across them to be nearly
constant. Adaptive logic continuously adjusts the physical thicknesses of these shells to ensure this.
Typically ~100 to 200 zones are computed in an optically thick model of an H II region. The physical
conditions in the first and last zones are always printed and intermediate zones may be printed if needed
(this is governed by the print every command). The output for each zone begins with a line giving the zone
number, its electron temperature, the distance from the center of the spherical nebula to the center of the
zone, and some other properties of the solution. The next line gives the relative contributions of various
emission lines to the radiation pressure if this amounts to more than 5% of the gas pressure. The remaining
lines of output give the relative populations of ionization stages of the other elements. Many details about
the conditions within the zone are intermixed with these relative populations.

After the zone calculations are complete and the model is finished the code will explain why the
calculation stopped. It is very important to confirm that the calculation stopped for the intended reason.
Some warnings, cautions, or notes about the calculation may also be printed. The code is designed to be
autonomous and self aware. This self checking will ensure that its range of validity is not exceeded. It will
complain if it goes outside its range of validity, if it feels that some parameter has been incorrectly set, or if
something surprising has happened during the calculation. This is an essential core feature of the code since
it is now often used to generate grids of thousands of models, making it impossible to validate individual
models by hand.

The final print out begins with a recapitulation of the entered commands followed by the predicted
emission-line spectrum. The first two columns of the emission-line spectrum give an identifying label and
wavelength for each spectral line. The third column is the log of the luminosity [erg s~'] or intensity [erg
cm~2 s~!] of the emission line, and the last column gives its intensity relative to the reference line. The
reference line is HB by default and other emission lines can be chosen with the normalize command. The
third column will be either the luminosity or intensity. The luminosity (energy radiated by a shell of gas
covering Q sr of the central object) is predicted if the incident radiation field is specified as a luminosity.
The line intensity 47/ (the energy emitted per square centimeter of the gas slab) is predicted if the incident
radiation field is specified as an intensity. If the geometry is spherical but the incident radiation field is
specified as an intensity then the line intensities will be expressed per unit area at the inner radius. Only the
strongest emission lines are printed; the relative intensity of the weakest line to print is adjusted with the
print faint command.

The last pages of the output gives some averages of the ionization fractions over the slab, the optical
depths in various lines and continua, and other properties of the nebula.

There is a vast amount of information that is computed but not given in the standard output file. Special
output files are created with the save commands described below.



Chapter 2
DEFINITIONS

2.1 Overview

This section defines many of the quantities used by CLOUDY. I try to follow standard notation, such as that
used by Mihalas (1978) or AGN3. Other parts of this document goes into many of these quantities in
greater detail.

This document has the following typographic conventions; £ilename, variable, command, jargon, @
experimental commands, variable name, and routine name.

2.2 Radiation fields

Figure 2.1 shows several of the radiation fields computed in the calculation.

2.2.1 Incident radiation field

The incident radiation field is the external radiation field emitted by the central object that strikes the
illuminated face of the cloud. It is specified in the commands that set up the calculation. Often the incident
field is the only energy source for the cloud. As the incident radiation field is transmitted through the cloud
it is diminished by extinction.

2.2.2 Diffuse radiation field

The diffuse radiation field (often referred to as the diffuse fields) is the radiation field emitted by gas and
grains within the nebula. Examples include the Lyman, Balmer, or two-photon continua emitted by
hydrogen. These fields are very nearly isotropic and can be significant sources of ionizing radiation under
some circumstances.

The main difference between the calculation of a stellar atmosphere and a photoionized cloud is in the
treatment of the diffuse fields. The gas albedo, which gives the relative probability of a photon being
scattered versus being absorbed, is generally small in a nebula. As a result, the diffuse fields must be far
weaker than the attenuated incident continuum since the second is usually the cloud’s only real energy
source. The total radiation field is usually dominated by the attenuated incident radiation field. By contrast
in a stellar atmosphere the nearly isotropic diffuse field usually dominates the local intensity. As a result the
diffuse fields can be treated by lower order approximations in a photoionized cloud than in a stellar
atmosphere.
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Figure 2.1: Several of the radiation fields that enter in the calculations.

2.2.3 Transmitted radiation field

The transmitted radiation field is the net emission emergent from the shielded face of the cloud. It includes
both the attenuated incident and the diffuse radiation fields.

2.2.4 Reflected radiation field

The reflected radiation field is the emission from the illuminated face of the cloud back into the direction
towards (i.e., within 27 sr of) the source of the external field. The reflected field is the result of both
backscattered incident radiation and diffuse emission emitted from the cloud towards the source of ionizing
radiation. This component is only computed for an open geometry (defined below).

Figure 2.2 shows a plot of the incident and reflected radiation fields for the Compton reflector in an AGN.
This is a large column-density cloud, N(H) = 10?*7> cm~2, illuminated by a f, o< v~! power law. The
incident radiation field is shown as a dashed line and the reflected radiation field, obtained from the save
continuum command), is the solid line. The Compton reflector’s peak at X-ray energies is clearly shown.

2.3 Geometry

In the simplest case the geometry is spherical, or plane parallel if the inner radius is much larger than the
thickness of the cloud. The summary at the end of the calculation will say whether the geometry was plane
parallel (the ratio of the thickness to the inner radius, Ar/r, < 0.1), a thick shell (Ar/r, < 3), or spherical
(Ar/r, > 3).

Complex geometries are done by using Cloudy to compute volume elements within a much larger cloud.
An example is the Cloudy_3D code, available from sites.google.com/site/cloudy3d and described in
Morisset (2006) and Morisset and Stasinska (2008). Cloudy_3D was used to compute the images shown on
the cover and in Figure 2.3. The RAINY3D code is another example (Moraes and Diaz, 2009).


http://sites.google.com/site/cloudy3d/
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Figure 2.2: This incident (dashed) and reflected (solid) radiation fields, as computed by
agn_blr_albedo.in in the test suite.
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Figure 2.3: A 3-color image of a Hourglass-type nebula, obtained by running Cloudy 3D. Colors
are [N 11] (orange) and [O 111] (green) emission. Emission line profiles are shown for [N 11] lines.
Intensities through any given slit can be obtained. Position-velocity diagrams are obtained as well
as channel maps, for any line. Emission line surface brightness maps are also available for any line
computed by CLOUDY. Statistical tools to analyze emission line properties are also provided.
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Figure 2.4: This figure shows the two limiting cases that can be assumed. The star is the source of
ionizing radiation and the shaded area represents the cloud. An open geometry is the default, and a
closed geometry will be computed if the sphere command is entered.

2.3.1 Illuminated and shielded faces of the cloud

The side of the cloud facing the source of the external radiation field is the illuminated face of the cloud.
The opposite side, in shadow, is the shielded face of the cloud. The illuminated face is generally hotter and
more highly ionized than the shielded face. In nearly all cases the calculation starts at the illuminated face
and stops at the shielded face.

2.3.2 Depth and radius

Figure 2.4 shows two possible geometries and some terms used to describe them. The radius is the distance
from the center of symmetry, usually the center of the central object, to a given point. The depth is the
distance between the illuminated face of the cloud and a point within the cloud. The inner radius is
referred to as r,, the depth is Ar, and the current radius is r. The depth or radius for a zone is the distance
to the center of the zone.

2.3.3 Covering factor

The covering factor is the fraction of 47 sr covered by gas, as viewed from the central source of radiation.
It is normally written as Q /47w (AGN3 Section 5.9), has the limits 0 < Q /47 < 1, and is the fraction of the
radiation field emitted by the central object that actually strikes nebular gas. Line luminosities give the total
energy emitted by a shell covering Q sr while line intensities give the energy emitted per unit area of cloud.
Line luminosities scale nearly linearly with increasing covering factor while line intensities are only weakly
dependent on it.

2.3.4 Open vs. closed geometry

Two limiting cases, referred to as open and closed, can be identified for the geometry and its influence upon
the calculations. Figure 2.4 shows examples of both. The covering factor determines which is the best
approximation. The choice mainly affects the transfer of the diffuse fields and has only second-order effects
on predicted quantities.
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Open geometry. An open geometry is one in which the covering factor of the gas is small. All radiation
that escapes from the illuminated face of the cloud, towards the source of continuous radiation, then
escapes from the system without further interaction with gas. This is thought to be the case in, for
example, the broad-line region of active nuclei or a blister H II region. In this case L and higher
hydrogen Lyman lines and ionizing radiation produced by recombinations can escape from the
nebula. This geometry is the default and will be assumed if the sphere command is not specified.

Closed geometry. Emission-line gas covers ~47 sr as seen by the central object in a closed geometry. The
central object is small relative to the nebula then all diffuse fields which escape from the illuminated
face of the cloud in the direction towards the central object will go on to strike the far side of the
nebula. This geometry is implicitly assumed in most calculations of planetary nebulae and H 11
regions. This geometry will be assumed if the sphere command is entered.

Static vs. expanding. The sphere command has two optional arguments, static and expanding. This
determines how emission-line photons which cross the central hole and strike the far side of the shell
interact with the gas. The static option says to assume that the shell is stationary so that all lines
interact across the nebula. In this case hydrogen Lyman line interaction should ensure that Case B is
reached (AGN3 Section 4.2). If the nebula is expanding then the continuum photons that cross the
central hole will interact with gas on the far side but the expansion velocity of the shell ensures that
diffuse line photons do not. In this case the expanding option should be set. This second case is the
default when sphere is specified with no options.

Don’t panic! These geometrical considerations (open vs closed, static vs expanding) make only
second-order differences in the predicted emission-line spectrum, generally at the ~10% level,
largely because of the different treatments of the radiative transfer of the diffuse fields. If you are
concerned about which geometry to use, try both, and compare the results. The differences are
usually small.

2.3.5 Filling factor

The filling factor f(r) accounts for clumping of emission-line gas. When a filling factor is set the hydrogen
density is the density within regions containing gas while surrounding regions are assumed to be a vacuum.
The specific effects of a filling factor are described by Osterbrock and Flather (1959) and in AGN3 section
5.9.

2.3.6 Hydrogen density

The hydrogen density n(H) is the total hydrogen density given by
n(H) = n(H) +n(H") +2n(H2) + Y n(Hoer) [em ™) (2.1)

other

where n(Hype) represents H in all other hydrogen-bearing molecules.

2.3.7 Column densities
The hydrogen column density N(H) is given by
N(H) = /n(H) F(r)dr [em™2] 2.2)

where f(r) is the filling factor. I try to consistently use lower case n for a volume density (cm~2) and an
upper case N for a column density (cm™2).
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2.3.8 Matter-bounded and radiation-bounded geometries

Two limiting cases for the hydrogen-ionization structure of a cloud exist.

Matter-bounded geometry. The cloud is said to be matter bounded if the outer limit to the H™ region is
marked by the outer edge of the cloud. In this case the cloud is ionized throughout and is optically
thin to the incident radiation field. In a matter-bounded cloud the intensity or luminosity of an
optically thin recombination line is set by the product of volume and density (called the emission
measure n”V, AGN3, Section 8.1) and is not directly related to the luminosity of the ionizing
continuum.

Radiation-bounded geometry. The cloud is said to be radiation bounded if the outer limit to the H™
region is defined by a hydrogen ionization front so both warm ionized and cold neutral regions exist.
The H" region is optically thick to the hydrogen-ionizing radiation and has absorbed nearly all of it.
In this case the intensity or luminosity of a recombination line is set by the luminosity of the ionizing
continuum with relatively little dependence on cloud properties.

2.4 Intensity & luminosity cases

The external radiation field is usually specified with two different commands. One specifies the shape of the
incident radiation field. A second command will set the brightness of the light. CLOUDY must be able to
deduce the flux of photons [cm~2 s~!] striking the illuminated face of the cloud. There are two ways to
specify the brightness of the external radiation field.

2.4.1 Luminosity case

If the brightness of the external radiation field is specified as a “luminosity”, the light radiated by the central
object into 47 sr, then it is also necessary to specify an inner or starting radius so that the flux of photons
can be derived.

The emission lines will be predicted as luminosities. A covering factor will linearly change the
luminosity of the entire spectrum but will have only second order effects on relative intensities.

2.4.2 Intensity case

The external radiation field can be specified as an “intensity”, the energy incident upon a unit area of cloud,
with units something like photons cm~2 s~!. It is not necessary to specify a starting radius in the intensity
case although it is possible to do so. Line intensities (energy emitted per unit area of cloud, related to 47J)),
are predicted in this case.

If the “intensity” of the external radiation field is set then a starting radius does not need to be specified.
If the starting radius is not specified then an inner radius of 10’ cm is assumed. A plane-parallel geometry
usually results. The predicted emission-line spectrum is then given in intensity units. A starting radius may
be specified and, if it is, then the resulting geometry may be spherical, plane parallel, or a thick shell,
depending on the ratio of the outer to inner radii. Both absolute and relative intensities of lines have only
second-order dependencies on the covering factor.

The word “intensity” appears in quotes since it is not the / or J defined in radiative transfer texts, but
rather the photon or energy equivalent of 47.J.
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2.4.3 The units of the predicted emission lines

The units of the predicted emission-line spectrum are determined by the units of the incident radiation field.
If the incident field is specified as a luminosity then the spectrum will be given as the luminosity radiated by
a shell covering Q sr of the central object (L;;,,ergs™!). Here Q is the angular coverage of the nebula so
that Q/4m (with a default value of unity) is the covering factor (AGN3, Section 5.9). If the continuum is

specified as an intensity then the spectrum will be the energy radiated by a unit area of cloud into 47 sr
(47T jine, erg cm =2 571,
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INTRODUCTION TO COMMANDS

3.1 Overview

This section introduces the commands that drive CLOUDY. The following chapters group the commands
together by purpose. Individual commands are discussed after examples of their use. This section begins by
outlining conditions that are assumed by default and then goes on to discuss the various classes of
commands (i.e., those that set the incident radiation field, composition, or the geometry).

Keeping this document parallel with the code is a very high priority. In case of any confusion, please
consult the original source. The commands are parsed by the series of routines that have names beginning
with “parse”. The list of routines can be seen by listing the files parse* . cpp. The second half of the
name indicates the command that is parsed by that routine.

CLOUDY is designed so that a reasonable set of initial conditions to be assumed by default so that a
minimum number of commands are needed to drive it. These default conditions are summarized in Table
3.1, which also lists the commands that change each assumption.

The code is also designed to check that its assumptions are not violated. It should complain if problems
occur, if its limits are exceeded, or if the input parameters are unphysical. It may print a series of warnings,
cautions, or notes if some limit was exceeded or physical assumption violated.

3.2 Command format

3.2.1 Input and Output.

When executed as a stand-alone program CLOUDY reads stdin for input and produces output on
stdout . From a command prompt, this would be done as cloudy.exe < input > output or cloudy.exe -r
prefix (the latter form will read its input from prefix.in and write its main output to prefix.out).
The code is also designed to be used as a subroutine of other, much larger, programs. In this case the input
stream is entered using the subroutine calls described in a section of Part 2 of this document. In either case,
this input stream must contain all the commands needed to drive the program. The command format is the
same whether used as a stand-alone program or as a subroutine.

3.2.2 Command-line format.

Commands are entered as lines that start with a left-aligned four-character keyword in columns 1 to 4,
except where more characters are required to prevent ambiguity. This keyword specifies the purpose of the

13
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Table 3.1: Default Conditions

Quantity Value Command

Default inner radius 10°Y cm radius

Default outer radius 10°! cm radius

Highest allowed temperature 1.001 x 101°K

Stop calculation when T falls below this value 4000 K stop temperature
Relative error in heating-cooling balance 0.005 set temperature convergence
Relative error in electron density 0.0 set eden convergence
Relative intensity of faintest line to print 1073 print line faint
Low-energy limit to continuum 1.001 x 1078 Ryd

High-energy limit to continuum 7.354 x 10 Ryd

Limiting number of zones 1400 set nend

Total hydrogen column density 10%0 cm—2 stop column density
H* column density 100 cm—2 stop column density
H? column density 100 cm™—2 stop column density
Grains No grains grains

Spectral resolution mesh resolution  set save line width
Background cosmic rays No cosmic rays

Cosmic background No background

command and is usually followed by one or more numbers or keywords. The keywords can be either lower
or upper case. In the following examples the individual command keywords are shown extending beyond
column 4. These extra characters are usually ignored.

The end of each command line is marked' by the end-of-line, a semi-colon “;”, a pair of forward slashes
“/”, a sharp sign “#”, or a percentage sign “%”.

The command lines can be in any order and each can be up to 200 characters long”. The input stream
ends with a blank line, the end-of-file, or a field of stars (““****”),

3.2.3 Units

Most commands use cgs units. In a few cases common astronomical nomenclature can be entered (i.e., the
luminosity can be specified as erg s~!, in solar units, or even magnitudes). This syntax varies from
command to command so it is important that the units be checked carefully.

3.2.4 Number of commands.

Up to 4000 separate commands may be entered.

€,

Before version 92 a colon (“:”) could also mark an end of line. This character is needed to specify a path in the
Windows environment and is no longer an end-of-line indicator.

2This limit is set by the length of the variable INPUT_LINE_LENGTH which occurs in a header file. Increase this
variable and recompile the entire code if longer lines are needed.



3.2. COMMAND FORMAT 15

3.2.5 Output as input.

CLOUDY can read its own output as an input stream. As described in the section Output in Part 2 of this
document, the code echoes the input command lines as a header before the calculation begins. These lines
are centered on the page and surrounded by asterisks.

Sometimes a particular model will need to be recomputed. You can do this by making a copy of the
printed command lines and using this copy as an input file. The input parser will handle removal of the
leading spaces and asterisk. This is mainly a debugging aid.

3.2.6 Syntax used in this document

Sections describing each of the commands are introduced by examples of their use.
Square brackets indicate optional parameters. Optional parameters are shown surrounded by square
brackets (“[” and “]”). The examples shown below use the format given in this document.

// following needs flux density, but frequency is optional
f(nu) = -12.456 [at .1824 Ryd]

//

// the luminosity command has several optional keywords
luminosity 38.3 [solar, range, linear]

//
// the phi(h) command has the range option
phi(h) = 12.867 [range ...]

These square brackets indicate only that the parameters are optional. The brackets should not be placed on
the command line. They will be totally ignored if they occur. The above example would actually be entered
as follows:

// following gives flux density at energy of 0.1824 Ryd
f(nu) = -12.456 at .1824 Ryd

//

// the luminosity command with linear keyword
luminosity 2e38 solar linear

//
// the phi(h) command with the range option
phi(h) = 12.867 range 0.1 to 0.2 Ryd

Underscores indicate a space. Most commands and keywords require four character matches to be
recognized. Keywords which start with a letter (i.e. A——Z) must start following a space (or other
non-alphabetic character) in order to be recognized. Only one space is needed between words.

The following is an example with the commands written as they are shown in this document:

// blackbody with T=5e4 K, in strict TE
blackbody 5e4 K lte
//

// use ISM radiation field
table ism

The following is how the commands should actually be entered:
// blackbody with T=5e4 K, in strict TE
blackbody 5e4 K lte

//

// use ISM radiation field
table ism

The space must occur where the underscore is written.
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3.2.7 and, because nobody ever reads this document....

The examples of commands that follow show the square brackets and underscores for optional parameters
and required spaces. Many people put these characters into the input stream because they don’t read
documentation. As a service to the user, the command-line parser will usually replace any square brackets
or underscores with the space character when the command lines are initially read. The exception is any
part of a string that is surrounded by double quotes. The string between double quotes is likely to be a file
name and an underscore can occur in such a name.

3.2.8 The continue option

It may not be possible to enter all the required values on a single line for the interpolate and abundances
commands. In these two cases the original command line can be continued on following lines with a series
of lines beginning with the keyword continue. The format on a continue line is unchanged. There is no
limit to the number of continue lines that can be included other than the limit of a total of 4000 input lines.
The following is an example with the abundances command

abundances he =-1 1i=-9 be=-11 b=-9 ¢c=-4.3 n=-5 0=-2.3

continue f=-7 ne =-1.2 na =-3 mg =-8

continue al =-8 si =-8 p=-6 s=-8 cl=-9 ar =-8 k=-6
continue ca =-8 sc=-9 ti=-7 v=-8 cr=-6.3 mn=-6 fe =-8
continue co =-9 ni =-8cu=-7 zn=-7

3.2.9 Numerical input

Numerical parameters are entered on the command line as free-format numbers. Exponential notation can
be used.’> Numbers may be preceded or followed by characters to increase readability. The strings
“T=1000000K™, “1000000”, and “T=1E6” are equivalent. A period or full stop (*“.”) by itself is interpreted
as a character, not numeral or number.

At present, commas can be freely embedded in input numbers and they are completely ignored. This
behaviour is in the process of being deprecated, so in future versions of Cloudy will lead to warnings and in
due course fail. Exponential notation can generally be used instead to improve clarity.

Default values are often available. As an example, the power law command has three parameters, the
last two being optional. The following are all acceptable (but not equivalent) forms of the command;

power law, slope-1.4, cutoffs at 9 Ryd and 0.01 Ryd
powe —-1.0 5
power law, slope=-1.4

The last version uses the default cutoffs, i.e., none. If optional parameters are omitted they must be omitted
from right to left; numbers must appear in the expected order.

Note that implicit negative signs (for instance, for the slope of the power law) do not occur in any of the
following commands.

Table 3.2 shows how various typed input numbers will be interpreted. The first column gives the typed
quantity, the second its interpretation, and the third the explanation.

The last two examples illustrate why it is intended in the future to no longer allow commas to be used as
mark up within numbers, but instead as a separator character.

3Exponential notation could not be used in versions 07 and before.
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Table 3.2: Interpretation of Numerical Input

Typed Quantity Interpreted as Why

le2 100 Exponentional notation is OK

1.2.3 two numbers 1.2 0.3 1.2 is parsed, then .3

33 0.3 and 3.0

10-3 1000 ~ acts as exponentiation oper-
ator

1,000 1000 Commas are removed before
parsing (deprecated usage)

$temp variable value set by $temp = 1000 previ-
ously in input

le2,1e4 two numbers, 1e21 and 4 ) is removed (deprecated us-
age)

100,3.141516 1 number, 1003.141516 ¢, is removed (deprecated us-
age)

3.2.10 Comments

Comments may be entered among the input data in several ways. Comments can be entered at the end of a
command line after a semi-colon (*;”), double slash (“//), a sharp sign (“#”), or a percentage sign (“%”).
Anything on a line after one of these characters is completely ignored. This can be used to document
parameters on a line. Any line beginning with a #, %, //, or a * is totally ignored; it is not even printed. A
line beginning with ¢ is ignored, but printed (note a space is required after the ‘c’ to distinguish it from
other commands). There is also a title command, to enter a title for the simulation.

3.2.11 Hidden commands

A command will be parsed and used by the code but not printed in the output if the keyword hide occurs
somewhere on the command line. This provides a way to not print extensive sets of commands, like the
continue option on the continuum command, or the print off command in an initialization file.

3.2.12 © Commands for experimental parts of the code

The code is in continuous development. When new versions are released there will be new or experimental
parts of the code that are still being developed or which have not been fully debugged. The
newly-developed physics is not included in a calculation which uses the default conditions. The commands
which exercise these new features are included in this document and are indicated in two ways. First by the
@ symbol in the section header, and second by a grey background. You are welcome to give these
commands a try but should not expect robust results.

3.2.13 Log vs linear quantities

Most quantities are entered as the log of the number but some are linear. The following outlines some
systematics of how these are entered.
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Temperature. CLOUDY will interpret a temperature as a log if the number is less than or equal to 10 and
the linear temperature if it is greater than 10. Many commands have the optional keyword linear to
force numbers below 10 to be interpreted as the linear temperature rather than the log.

Other parameters. The pattern for other quantities is not as clear as for the case of temperature. Often
quantities are interpreted as logs if negative, but may be linear or logs if positive (depending on the
command). Many commands have the keywords log and linear to force one or the other
interpretation to be used.

Using the new notation 10" 3.5 as a linear number is equivalent to the form 3.5 log, and will be required
to replace the log keyword in future versions of CLOUDY.

3.2.14 < The help command

This command prints helpful information about Cloudy and exits. Don’t expect much as yet, beyond a
recommendation to read this document!

3.2.15 An example

Specific commands to set boundary conditions for a simulation are discussed in the following sections. As a
minimum, the hydrogen density, the shape and intensity of the incident radiation field, and possibly the
starting radius, must be specified to compute a model. As an example, a simple model of a planetary nebula
could be computed by entering the following input stream.

title "this is the input stream for a planetary nebula"
//

// set the temperature of the central star

blackbody, temperature = 1leb5 K

//

// set the total luminosity of the central star
luminosity total 38 // log(Ltot)- ergs/s

radius 17 // log of starting radius in cm

hden 4 // log of hydrogen density - cm”™-3

sphere // this is a sphere with large covering factor

3.3 Filenames

It is sometimes necessary to read or write external files whose names are specified on a command line. File
names are entered inside pairs of double quotes, as in "name . txt".

The command parser first checks whether a quote occurs anywhere on the command line. If one does
occur then the parser will search for a second pair of quotes and use whatever text lies between as a
filename. The code will stop with an error condition if the second of the pair of quotes is not found or if the
file cannot be opened for reading or writing.

3.4 The init command

This is a special command that tells the code to read a set of commands stored in an ancillary file. This
allows frequently-used commands to be stored in a single file. The init command will automatically find
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initialization files that are located in the code’s data directory, allowing them to be easily accessed from
other directories. The code will first search for the file in the local directory and then in the data directory.
The init command is fully described in later sections below.

The filename can be specified within a pair of double quotes, as in "ism. ini". The default name for
the initialization file is cloudy. ini. There is no limit to the number of commands that can be in this
initialization file other than the total limit of 4000 command lines that is intrinsic to the code.

This provides an easy way to change the default behavior of the code. For instance, many of the elements
now included in CLOUDY have negligible abundances and the code will run a bit faster if they are turned off
with the element off command. Also, only about half of these elements were included before version 86 of
the code. The file c84 . in1i in the CLOUDY data directory which will turn off many of these elements. The
c84.1in1i file contains the following commands:

print off hide
elements read
helium

carbon

nitrogen

oxygen

neon

sodium

magnesium

aluminium

silicon

sulphur

argon

calcium

iron

nickel

end of elements
element Lithium off
element Beryllium off
element Boron off
element Fluorine off
element Phosphor off
element Chlorine off
element Potassium off
element Scandium off
element Titanium off
element Vanadium off
element Chromium off
element Manganese off
element Cobalt off
element Copper off
element Zinc off
print on

The current version of the code would only include those elements present in version 84 if the command
init "c84.ini"
were entered in the input stream.

A series of x . ini files are included in the data directory included in the CLOUDY distribution. Do an

1s «.ini within the data directory to list the available files. Comments at the start of the files describe
their purpose.
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Chapter 4

THE INCIDENT RADIATION FIELD

4.1 Overview

The incident radiation field should be defined between the low-energy limit to the code, 1.001 x 1078 Ryd,
corresponding to a wavelengths of 10 m, and the high-energy limit of 7.354 x 10° Ryd, corresponding to an
energy of 100 MeV. The shape and its intensity or luminosity are usually specified independently. There are
many ways to do this.

4.2 The coarse and fine continua

The spectral resolving power is defined as E/SE, where E is the photon energy and 0E the width of the
resolution element. The number of energy bins needed to store the radiation field is proportional to the
resolving power. This number is a major pace setter for the code since it must continuously reevaluate
various integrals over the radiation field.

The code uses multi-grid methods to compute interactions among the many millions of spectral lines
(Shaw et al., 2005). The coarse continuum is used to define the incident and diffuse continua and is output
with various save continuum commands. The resolving power of the coarse continuum is defined in the
file continuum-mesh. ini in the data directory. This file is designed to be changed by the user and can
be changed to much higher resolving power if need be. This is all described in the Chapter The Continuum
Mesh in Part 2 of this document.

The resolution of the coarse continuum for a particular model can be changed with the set continuum
resolution command described on page 239. The resolution of particular parts of the continuum can be
changed by changing the file cont inuum_mesh. ini in the data directory. If you change the continuum
resolution either way you will need to recompile the stellar continuua and grain opacities so that their
energy grid agrees with that used by the code.

A second fine continuum has much higher spectral resolving power and is far more expensive to
evaluate. It is used to resolve overlapping spectral lines and define blocking coefficients for the coarse
continuum. This permits the effects of line overlap and velocity shear to be treated automatically.

The fine continuum, which does resolve all spectral features, is not normally reported. There are some
options on the save continuum command (page 162) which do give this fine continuum.

21
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4.3 Defining a single component of the incident radiation field

Two quantities, the shape and intensity, specify a single component of the incident radiation field. The
shape gives the form of the spectral energy distribution but not its intensity. The intensity can be specified
as either the energy striking the illuminated face of the cloud, referred to as the intensity case, or both the
source luminosity and the distance separating the source and the cloud. The latter is referred to as the
luminosity case. The shape and intensity are specified independently in most cases, although some
commands specify both (the command specifying the cosmic microwave background is an example of the
latter).

In much of the following discussion we will refer to both luminosity and intensity commands as simply
intensity commands. The distinction between the luminosity and intensity cases is discussed further on
page 11.

4.4 Combining several radiation fields

4.4.1 The sum of several radiation fields

It is possible to combine up to 100 incident radiation fields.! CLOUDY will stop if more than 100 continua
are entered. This limit is set by the variable LIMSPC that occurs in one of the included header files.

When more than one radiation field is entered the series of luminosity and shape commands must be in
the same order (i.e., map one to one). There must always be exactly the same number of luminosity and
shape specifications; CLOUDY will stop if there are not.

As an example, the following would be a rough approximation of an accretion disk and boundary layer
around a white dwarf:

// this is the black body associated with the boundary layer
// this is a shape command

black body, temperature =5e5 K

// this gives its total luminosity

luminosity (total) 37.3

// the following shape is a rising power law,

// a simple approximation to the disk

power law, slope = 1.333, cutoff = 0.6 Ryd

// the total luminosity of this power law component
luminosity (total) 37.2

The 5 x 10° K blackbody has a total luminosity of 10373 erg s~! while the power-law has a total luminosity
of 10372 ergs~!.

4.4.2 Keeping shape and intensity commands together

It is not absolutely necessary to keep the ordered pairs of shape and intensity commands together but this is
a good practice since some commands (those given in Table 4.1) specify both the shape and intensity of the
incident radiation field. Problems arise if one of the commands giving both shape and intensity is entered
between another pair of shape and intensity commands. For instance, the following will produce unintended
results:

I Restrictions on the number of tables that could be entered existed in CLOUDY versions 73 and before, but have
been lifted. Restrictions on which types of continua could be combined existed in CLOUDY versions 67 and before,
but have been lifted.
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Table 4.1: Commands specifying both shape and intensity
background
blackbody, energy density
blackbody, LTE
blackbody, luminosity
blackbody, radius
CMB
table Draine
table HM96, HMO5
table ISM

black body, temp = 5e5 K
CMB, z=2
luminosity (total) 37

because the CMB command enters both the shape and intensity of the cosmic microwave background. In
this example it comes after the blackbody command specifies a shape, but before the luminosity command
specifies the luminosity of the blackbody. As a result the intensity implicitly entered by the CMB command
will apply to the hot blackbody rather than the cosmic microwave background and the luminosity
command will then incorrectly set the intensity of the cosmic background blackbody shape. This problem
cannot occur if the shape and intensity commands are always kept together as in the previous example. The
code should produce a warning if shape and luminosity commands are mixed together with a command that
enters both.

4.5 Check the incident radiation field!

It is important to check that the incident radiation field has been entered correctly. First set up the
commands to do a simulation and include the save continuum command (described on page 162). Do the
simulation and examine the file produced by the save continuum command. The first column gives the
photon energy and the second gives the incident radiation field (as vJy, erg cm~2 s~!) at the illuminated
face of the cloud. Plot this radiation field and check that it is correct.
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Chapter 5

INCIDENT RADIATION FIELD
LUMINOSITY

5.1 Overview

All commands setting the intensity or luminosity of the incident radiation field are defined in this Chapter.

5.2 Intensity and luminosity cases

The brightness of the incident radiation field can be specified as either an intensity, the energy per unit area
of cloud, or as a luminosity, the power emitted by the central source of radiation into 47 sr. The intensity
case and luminosity case are described on page 11. Each of the following commands is listed as an
intensity or luminosity command. This distinction is important because the inner radius of the cloud must
also be specified in the luminosity case.

5.3 The range option

Many of the intensity/luminosity commands specify the number of photons or integrated energy in
hydrogen-ionizing radiation (1Ryd < hv < 7.354 x 10° Ryd). Other energy intervals can be specified with
the range option, an optional keyword that can appear on most intensity / luminosity commands.

When the keyword range appears there are an additional two parameters, the low- and high-energy limits
to the energy range in Rydbergs. These appear as the second and third numbers on the line (the first number
gives the intensity or luminosity). The position of the keyword range on the command line does not matter
but the order of the numbers on the line does matter. If both range parameters are omitted then the low
(1.001 x 10~8 Ryd) and high (7.354 x 10° Ryd) energy limit of the incident radiation field will be
substituted. If both energies are specified then the second number must be larger than the first. If only one
parameter appears then only the lower limit of the range will be changed and the high-energy limit will be
left at its default of 7.354 x 10% Ryd. If the first optional number is negative or the keyword log appears
then both of the extra numbers are interpreted as logs. If you want to set the lower limit of the range to the
low energy limit 1.001 x 10~8 Ryd of the incident radiation field, but want to supply your own upper limit,
you can enter 0 followed by the upper limit if you use linear numbers, or —10 followed by the upper limit if
you use log numbers (—10 is actually any number < log(1.001 x 10~8 Ryd)).

25
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If range total, or simply range or total, appears with no parameters then the full energy range
considered by the program, 1.001 x 1078 Ryd to 7.354 x 10° Ryd, will be used. In this case the number is
the total integrated (bolometric) intensity or luminosity.

The following shows examples of the range option for the luminosity command. By default the
luminosity command has a single parameter, the log of the luminosity [erg s~!] in hydrogen-ionizing
radiation (1 Ryd < hv < 7.354 x 10° Ryd). The “;” symbol is used to terminate the line in one case.

// this will use the default range, only ionizing radiation
luminosity 38 ;the log of the luminosity in erg s™-1

// either will be the total luminosity
luminosity total 38

luminosity 33.4 range

luminosity 33.4 range total

// this will be the luminosity in visible light
luminosity 37.8 range .15 to .23 Ryd

// the luminosity in radiation more energetic than 0.1 Ryd
luminosity 38.1 range -1

// this will be the luminosity in non-ionizing radiation
luminosity 39.8 range 0 1

5.4 Absolute [visual, bolometric] magnitude -2.3

It is possible to specify the integrated or monochromatic luminosity in “magnitudes,” a quaint unit of
historical interest. One of the keywords bolometric or visual must also appear. The absolute bolometric
magnitude My, is related to the total luminosity by (Allen, 1976, page 197)

Lyl = 3.826 x 10% x 10475 Mpot)/2.5 [ergs™!]. (5.1

The absolute visual magnitude My is approximately related to the monochromatic luminosity per octave at
5550 A by (Allen, 1976, page 197)

vLy (5500A) ~2.44 x 10% x 107M7/25 [ergs~!]. (5.2)

The conversion between monochromatic luminosity per octave VL, and absolute visual magnitude My is
approximate, with typical errors of roughly a percent. This is because CLOUDY assumes that the V filter
has an isophotal wavelength of 5550A and does not actually integrate over the incident radiation field using
a V-filter transmission function.

This is a luminosity command.

5.5 Energy density 5e4 K [linear]

This specifies the energy density [K] of the incident radiation field. The number is the equivalent
energy-density temperature, defined as 7, = (u/a) 1/4 K where u is the total energy density in all radiation
[erg cm ™3] and a is the Stefan radiation-density constant. The number is interpreted as the log of the
temperature if it is less than or equal to 10 or the keyword log is present, and as a linear number otherwise.
The optional keyword linear forces the number to always be interpreted as a linear temperature.

This is an intensity command.
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5.6 f(nu)=-12.456 [at .1824 Ryd]

This specifies the monochromatic intensity at an arbitrary energy. The first number is the log of the
monochromatic mean intensity at the illuminated face of the cloud, 47J,, (with units erg s~'Hz~'cm~2),
where Jy is the mean intensity of the incident radiation field per unit solid angle.

The optional second number is the frequency in Rydbergs where 41J, is specified. The default is 1 Ryd.
In the example above the incident radiation field is specified at 0.1824 Ryd = S000A. The frequency can be
any within the energy band considered by the code, presently 1.001 x 1078 Ryd to 7.354 x 10% Ryd. If the
energy is less than or equal to zero then it is interpreted as the log of the energy in Rydbergs, and as the
linear energy itself if positive.

This is an intensity command.

5.7 Intensity 8.3 [range, linear]

This specifies the integrated mean intensity, 47J, [erg cm~2s~!] at the illuminated face of the cloud
v2
4nJ = / 4rJ, dv]ergem=2s7!]. (5.3)
vl

This is the per unit area equivalent of the luminosity command. The number is the log of the intensity
unless the optional keyword linear appears. Unlike the majority of the commands, the first five characters
of the line must be entered.

The default range is over hydrogen-ionizing energies (1 Ryd < hv < 7.354 x 10% Ryd). The range option
can be used to adjust the values of v; and v;.

Some of the interstellar medium and photo-dissociation region (PDR) literature specifies the incident
radiation field in units of the Habing (1968) field (see, for instance, Tielens and Hollenbach, 1985a, Tielens
and Hollenbach, 1985b). This radiation field has an integrated intensity of 1.6 x 1073 ergcm2s~! between
the limits of 6 and 13.6 eV (Tielens and Hollenbach, 1985a; Hollenbach et al., 1991). This integrated
intensity is sometimes referred to as Go. The incident radiation field described by Tielens and Hollenbach,
but with an intensity of 1 Go, could be generated with the commands:

// a B star with an intensity roughly the Habing 1968 radiation field
blackbody 3e4 K

intensity -2.8, range 0.44 to 1 Ryd

// remove all H-ionizing radiation

extinguish by 24, leakage = 0

This set of commands sets the shape of the Balmer continuum to that of a hot blackbody, sets the intensity
to the Habing value, and then extinguishes all hydrogen-ionizing radiation, as is assumed in the PDR
literature.

This is an intensity command.

5.8 ionization parameter = —1.984

The ionization parameter is the dimensionless ratio of hydrogen-ionizing photon to total-hydrogen
densities. It is defined as

o) _ o) 5

U =
Axrin(H)c  n(H)c
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(AGN3, equation 14.7, page 357). Here r, is the separation [cm] between the center of the source of
ionizing radiation and the illuminated face of the cloud, n(H) [cm 3] is the total! hydrogen density (ionized,
neutral, and molecular), c is the speed of light, Q(H) [s~'] is the number of hydrogen-ionizing photons
emitted by the central object, and ®@(H) [cm~2s~'] is the surface flux of ionizing photons. The number is
interpreted as the log of U unless the keyword linear appears. The ionization parameter is a useful quantity
in plane-parallel, low-density, constant-density, models, because of homology relations between models
with different photon and gas densities but the same ionization parameter (see Davidson, 1977).

This is an intensity command.

5.9 L(nu) =24.456 [at .1824 Ryd]

This sets the monochromatic luminosity L, [erg s~ 'Hz~!] of the central object. The first number is the log
of the luminosity. The optional second number is the frequency in Rydbergs where L, is specified. The
default is 1 Ryd. In the example above the incident radiation field is specified at 0.1824 Ryd = 5000A. The
frequency can be any within the energy band considered by the code, presently 1.001 x 1078 Ryd to
7.354 x 10% Ryd. If the energy is less than or equal to zero then it is interpreted as the log of the energy in
Rydbergs, and the linear energy itself if positive.

This is a luminosity command.

5.10 luminosity 38.3 [solar, range, linear]

The number is the log of the integrated luminosity” emitted by the central object into 47 sr,

\%]
L=4nR2, / nFydv]ergs™!]. (5.5)
A%

1

The default range is over hydrogen-ionizing energies (1Ryd < hv < 7.354 x 10% Ryd). The range option
can be used to adjust the values of v; and v;.

If the optional keyword solar appears the number is the log of the fotal luminosity relative to the sun. It
is the log of the total luminosity if the keyword total appears. If the linear keyword is also used then the
quantity will be the luminosity itself and not the log. The range option cannot be used if the luminosity is
the total luminosity or it is specified in solar units. It will be ignored if it appears.

The following are examples of the luminosity command.

// log of luminosity (erg/s) in ionizing radiation
luminosity 36

// roughly the Eddington limit for one solar mass
luminosity total 38

// both are a total luminosity 1000 times solar since
// solar specifies the total luminosity relative to the sun
luminosity solar 3

'Before version 65 of the code the electron density was used rather than the hydrogen density. Before version 75
n(H) was the atomic/ionic hydrogen density, and did not include molecules.

ZBefore version 83 of the code, the luminosity command was used to enter both luminosity and intensity. The
code decided between the two by checking on the resulting ionization parameter. There are now separate intensity and
luminosity commands.
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luminosity linear solar 1000

// this will be the luminosity in visible light
luminosity 37.8 range .15 to .23 Ryd

This is a luminosity command.

5.11 nuF(nu)=13.456 [at .1824 Ryd]

This command specifies the log of the monochromatic mean intensity per octave 4xvJ, [erg s~
the illuminated face of the cloud. Here Jy is the mean intensity of the incident radiation field.

The optional second number is the energy (Ryd) where 47 vJy is specified. The default is 1 Ryd. In the
example above the incident radiation field is specified at 0.1824 Ryd = 5000A. The energy can be any
within the energy band considered by the code, presently 1.001 x 1078 Ryd to 7.354 x 10° Ryd. If the
energy is less than or equal to zero it is interpreted as the log of the energy in Rydbergs. It is the linear
energy if it is positive.

This is an intensity command.

em™2] at

5.12 nuL(nu) = 43.456 [at .1824 Ryd]

This command specifies the monochromatic luminosity per octave VL, [erg s~!]. The first number is the
log of the luminosity radiated by the central object into 47 sr. It can be expressed at an arbitrary photon
energy but the default is 1 Ryd.

The optional second number is the energy (Ryd) where L, is specified. In the example above the incident
radiation field is specified at 0.1824 Ryd = 5000A. The frequency can be any within the energy band
considered by the code, presently 1.001 x 10~8 Ryd to 7.354 x 10° Ryd. If the energy is less than or equal
to zero, it is interpreted as the log of the energy in Rydbergs, and the linear energy if positive.

This is a luminosity command.

5.13 phi(H) = 12.867 [range... ]

This command specifies the log of ®(H), the surface flux of hydrogen-ionizing photons [cm~2 s~!] striking
the illuminated face of the cloud. It is defined as

QH) R, [7F

star

®(H) =

_ 2 1
ST Tl dvlem ~ s | (5.6)

and is proportional to the optical depth in excited lines, such as the Balmer lines (Ferland et al., 1979;
AGN3). The range option can be used to change the default energy range, given by the values of v; and v;.
This is an intensity command.

5.14 Q(H) =56.789 [range... ]

This is the log of the total number of ionizing photons emitted by the central object [s~']

V2 F
OH)=4n R, 7; Y qv. (5.7)
Vi \%
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The default energy range is 1 Ryd to 7.354 x 10% Ryd and the range option can be used to change the
energy bounds v; and v;. The photon flux (the number of photons per unit area of cloud surface) can be
specified with the phi(H) command?.

This is a luminosity command.

5.15 ratio -3.4 0.3645 Ryd to 147 Ryd [alphaox, log]

This specifies the intensity of a second radiation field (referred to as the current radiation field) relative to
the intensity of the previous radiation field. The ratio of the intensities 47J, (erg cm~2 s~ ! Hz™!) of the
current to the previous radiation field is given by the first number on the command line. It is assumed to be
the linear ratio unless it is less than or equal to zero, in which case it is interpreted as a log. If the keyword
log appears then the positive number is interpreted as the log of the ratio.

The second parameter is the energy in Rydbergs where the previous radiation field is evaluated and the
optional third parameter is the energy where the current radiation field is evaluated. If the second energy is
not entered then the same energy is used for both. The following is an example of using the ratio command
to simulate the spectral energy distribution of a typical quasar.

blackbody 5e4 K // the big blue bump
ionization parameter -2 // its ionization parameter
table power law //an alpha =-1 power law

// now set intensity of power law relative to bump at 1 Ryd
ratio 0.001 at 1 Ryd;

This command was introduced to provide a mechanism to specify the optical to X-ray spectral index ;.
This is defined here as in Zamorani et al. (1981), except for a difference in sign convention. Here a, is the
spectral index which would describe the continuum between 2 keV (147 Ryd) and 2500A (0.3645 Ryd) if
the continuum could be described as a single power-law, that is,

a[))(
fr(2 ke\2 _ <V2keV ) — 403.3%: (5.8
fv (2500 A) V2500 &

The definition of o, used here is slightly different from that of Zamorani et al. since implicit negative signs
are never used by CLOUDY. Typical AGN have o, ~ —1.4. If X-rays are not present then o, = 0.

The ratio command has an optional keyword, alphaox, which allows &, to be specified directly. If the
keyword appears then only one parameter is read, the value of o,,. A generic AGN spectral energy
distribution could be produced with the following,

blackbody 5e4 K // the big blue bump

ionization parameter -2

table power law // an alpha =-1 power law

ratio alphaox -1.4 // set alpha_ox of the X-ray and UV continua

Note that o, may (or may not) depend on the luminosity of the quasar, as described by Avni and
Tananbaum (1986). The solid line in their Figure 8 corresponds to

L,
0, = —1.32—0.088 x lo 59
o g <1028 ergsle_1> >3

3Before version 83 of the code the phi(H) and Q(H) commands were the same. The code decided which was
specified by checking the order of magnitude of the resulting ionization parameter. These are now two different
commands.
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where they define L, as the monochromatic optical luminosity at 2500A in the source rest frame, and we
assume Hy = 50 and qg = 0. Other fits are given by Worrall et al. (1987):

L
Oy =—1.11—-0.111 x lo ° 5.10
> g (1027 ergsle_1> (>.10)

and by Wilkes et al. (1994):

L,
Oox = —1.53—0.11 x lo ‘ . 5.11
8 < 10305 ergs—1Hz ™! ) .11

However, La Franca et al. (1995) find no dependence of ¢, on luminosity. Avni et al. (1995) find a
complicated luminosity dependence. Clearly this is an area of active research.

N.B. The net incident radiation field may have a smaller than specified ratio of current to total incident
radiation field, since the command specifies the ratio of the current to the previous incident radiation fields,
not the ratio of current to total incident radiation field. The ionization parameter will be slightly larger than
specified for the same reason.

In general, it is probably better to use the AGN command rather than this command.

This is neither a luminosity nor intensity command—the units of the previous radiation field carry over to
this command.

5.16 xi-0.1

Tarter et al. (1969); Krolik et al. (1981); Kallman and Bautista (2001) define an ionization parameter &
given by
B , [1000R _ Lim .
£ — (47) /m vy n(H) & s ferg em s (5.12)
where n(H) is the hydrogen density at the illuminated face of the cloud, r is the source - cloud separation,
and L, is the luminosity between 1 and 10° Ryd. The number is the log of &.

The original Tarter papers define & as the last term in equation 5.12, but they do not define the range of
energies. The energy range first appears in Krolik et al. (1981), but they introduce a new variable, F;,, for
the luminosity over this range. The XSTAR code defines & over the 1 - 1000 Ryd range (Kallman and
Bautista, 2001). The middle and right terms in equation 5.12 are not equal for a hard SED.

CLOUDY used the original Tarter definition, the integral over ionizing photon energies, through version
C13.03. Beginning with C13.04 the XSTAR definition is used for compatibility with that code.

You can easily define your own energy intervals by using the luminosity, page 28, or intensity, page 27,
commands to specify L or 47tJ. They both accept the range option to change the limits in equation 5.12.
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Chapter 6
INCIDENT RADIATION FIELD SHAPE

6.1 Overview

The spectral energy distribution (SED) of the incident radiation field should be specified between the
energies of 1.001 x 10" Ryd (A ~ 10 m) and 100 MeV = 7.354 x 10° Ryd. The low-energy region is
important for Compton cooling, photoionization from excited states of the elements, free-free heating, H™
heating, and grain heating. The high-energy portion is important for Auger and secondary ionization,
Compton heating, and pair production. Energies greater than 100 MeV are not generally important since the
Klein - Nishina electron-scattering cross section is small. CLOUDY will complain, but compute the model if
possible, if the incident radiation field is not specified over the full energy range. An intensity of zero will
be assumed for missing portions of the incident radiation field.

The plasma frequency, given by

n 2 1/2
v,,1:< eq‘f) —8.978 x 1031?71 = 2.729 x 10712 nl/? Ryd, (6.1)

Tm,

will move into the energy range considered by the code if the electron density is higher than ~ 107cm 3.

The incident radiation field below the plasma frequency is totally reflected and does not enter the slab. The
code will generate a comment if the plasma frequency occurs within the energy grid.
It is a good idea to plot the incident radiation field using the output of the save continuum command.
Most radiation fields are assumed to strike the cloud as a single-directional beam. The beam is assumed
to enter the slab normal to the surface, unless this is changed with the illumination angle command. The
background, CMB, table Drain, table HM96, table HM05, and table ISM commands all generate
continua that are isotropic.

6.2 AGNT =1.5e5 k, a(ox) =-1.4, a(uv)=-0.5 a(x)=-1

This produces a multi-component continuum similar to that observed in typical Active Galactic Nucleus
(AGN). An example is shown in Figure 6.1. The “Big Bump” component, peaking at ~ 1 Ryd, is a rising
power law with a high-energy exponential cutoff. It is parameterized by the temperature of the bump, the
first argument on the command line. It is interpreted as the log of the temperature if it is less than or equal
to 10 and the linear temperature otherwise. The second parameter is the X-ray to UV ratio ¢,,. Note that
there is no implicit negative sign in this exponent; typical AGN have ¢, ~ —1.4, (Zamorani et al., 1981).
The third (optional) argument is the low-energy slope of the Big Bump continuum, with the default
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Figure 6.1: The continuum produced by the AGN continuum command. The Big Bump peaks
at ~ 1 Ryd, while the X-ray power law dominates at high energies. The two components are
normalized by the second parameter, the value of a,.

a,, = —0.5 (Elvis et al., 1994; Francis, 1993). The last argument is the slope of the X-ray component with
the default o, = —1. Optional parameters can be omitted from right to left.
The full continuum is the sum of two components, as in equation 6.2:

fv=v* exp(—hv/kTgp)exp(—kTig/hV) +av*. (6.2)

The coefficient a is adjusted to produce the correct o, for the case where the Big Bump does not contribute
to the emission at 2 keV. If the bump is very hot then it may contribute to the X-rays as well and the
resulting continuum will have a more negative o, than specified. The X-ray power law is only added for
energies greater than 0.1 Ryd to prevent it from extending into the infrared, where a power law of this slope
would produce very strong free-free heating. The Big Bump component is assumed to have an infrared
exponential cutoff at kTjr = 0.01Ryd.

The last term in equation 6.2 is not extrapolated below 1.36 eV or above 100 keV. Below 1.36 eV the last
term is simply set to zero (the bump dominates for these energies). Above 100 keV the continuum is
assumed to fall off as v=2.

The exponential cutoff in the low-energy end of the Big Bump will cause the incident continuum to have
zero intensity at very long wavelengths. The code will complain since a zero incident continuum is
unphysical, but the model will be computed. You can prevent the continuum from going to zero by
including the cosmic background with the background command or with the CMB command.
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We used this command to generate the continuum used in a large atlas of BLR line intensities (Korista
et al., 1997a). The specific parameters needed to reproduce that continuum are AGN 6.00 -1.40 -0.50 -1.0.
Only Kirk Korista can remember all these numbers and the parameters were not explicitly given in the
original paper in the format used by the code. The kirk option on the AGN command will generate that
continuum. It is fairly similar to the Mathews and Ferland (1987) continuum but there is much greater
flexibility in changing its details.

6.3 Background, z=1.825, [f=100; no CMB]

This specifies a radiation field shape and intensity chosen to mimic the cosmic radio to X-ray background
(Ostriker and Ikeuchi, 1983, Ikeuchi and Ostriker, 1986, and Vedel et al., 1994). Their ultraviolet

continuum shape is an o = —1 power-law, with a mean intensity J, at 912A given by
1+2z\*
4mJy (9128) =47 x 1072 (35> flergHz 'em™2s71] (6.3)

where z is the redshift and f an optional scale factor entered as the second parameter. Its default value is
f=1,and z =0 (i.e., now) is assumed if no redshift is entered. Judging from Bechtold et al. (1987), Bajtlik
et al. (1988), and Vedel et al. (1994), f is confidently known to be within an order of magnitude of unity.

This command specifies both the shape and intensity of the incident radiation field. It is important that
any previously occurring ordered pairs of shape and intensity commands be complete before this command
is given.

Cosmic microwave background radiation is included in the generated background. This radiation field is
assumed to be a blackbody radiation field, in strict thermodynamic equilibrium, with temperature given by

Tems =T, (1+2) [K] (6.4)

where the redshift dependence is from Peebles (1971) and the present temperature of the background is
assumed to be T, = 2.725 £ 0.002K (Mather et al., 1999; Wilkinson, 1987). This background can be an
important source of Compton cooling for low-density clouds. If the optional keyword no CMB appears on
the line then the CMB background will not be included. The CMB can be specified independently with the
CMB command.

The table HM96 command uses a more sophisticated form of the energetic continuum, but only at a
redshift of z = 2. The table HM0S command works at any redshift.

This command does not add the cosmic-ray background. This should be included if the simulation is to
extend into molecular gas and is done separately with the cosmic ray command.

This radiation field is assumed to be isotropic rather than beamed.

6.4 Blackbody t=e5 K [linear, log, luminosity]

The continuum will be a blackbody with temperature (K) given by the number. The temperature may be
entered directly or as a log. The number is assumed to be a log if it is less than or equal to 10 and linear if
greater than 10. The keywords log and linear will override this default and force the interpretation of the
numbers to be either a log or linear. Embedded commas can improve readability, such as

black body, Temp = le6 K

which is equivalent to
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black 1000000
or

black body t=6

6.4.1 Blackbody,t = 1e5 K, disk = 1e3 K

This command produces a multi-color blackbody as if due to an accretion disk with inner and outer
temperatures T;, and T, as in Mitsuda et al. (1984). The temperatures can be in either order; the code will
automatically take the greater temperature as 7j,.

Neither the luminosity nor the intensity is set by this command.

6.4.2 Peter Martin’s blackbody luminosity options

The luminosity of the black body can be specified with command-line options added by P.G. Martin. If the
luminosity is specified with any of these options then it must not also be specified with another luminosity
command for this radiation field. The keywords that can appear on the line are given in the following
subsections.

6.4.3 Blackbody 5, luminosity = 38.

If the keyword luminosity appears then the second number is the log of the fotal luminosity (erg s~ ') of the
black body, 47 R?WGT;;r 4 (this number is interpreted as a log even when the keyword linear appears on the
line). This example would be a 10° K planetary nebula nucleus at the Eddington limit.

This is a luminosity command.

6.4.4 Blackbody 5, radius = 10.

The log of the radius (in cm) of the blackbody Ry, is used to set the total luminosity when the keyword
radius appears (this number is interpreted as a log even when the keyword linear appears on the line). The
total luminosity is 47 R%,arGTe‘tr - This example is also typical of a planetary nebula nucleus.

This is a luminosity command.

6.4.5 Blackbody Se4 K, energy density = S00K.

The energy density of the blackbody radiation field, expressed as the equivalent blackbody temperature 7,
in degrees Kelvin, is used to set the luminosity when the energy density keyword appears anywhere on the
line. The energy-density temperature is defined from Stefan’s law and the energy density of the radiation

field u [erg cm3): s
_(u
T, = (5) K] (6.5)

where a is the Stefan’s radiation density constant.

Both temperatures are interpreted as logs if they are less than or equal to 10 or the keyword log appears,
and linear otherwise. They will be interpreted as the linear temperature rather than as a log if the keyword
linear appears. Note that if the linear key is used then both temperatures are interpreted as linear.
Similarly, if the keyword log appears, both temperatures are interpreted as log. Note also that the cosmic
background radiation should also be included if 7, < 2.725(1 +z)K. CLOUDY will complain, but compute
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the model, if the energy density of the incident continuum corresponds to a temperature less than the
present energy-density temperature of the universe.
This is an intensity command.

6.4.6 Blackbody, t = Se4 K, STE

The keyword STE! (note that a space must appear before “STE”) with no second number is equivalent to
the energy density option with 7;, set to the color temperature of the radiation field. This is a quick way to
check that ionization and level populations go to strict thermodynamic equilibrium in the high
radiation-density limit.

This is an intensity command.

6.4.7 Blackbody, t = 1e5 K, dilution factor = -14

Here the second parameter is the dilution factor W defined as

Jy TR
W =Y ~ star 66
v 4mri’ (6.6)

where Ry, is the radius of the star and r, is the separation between the illuminated face of the cloud and the
center of the star. The approximation on the RHS assumes that Ry, < r,. The dilution factor can be
entered either directly or as a log. Any number > 0 will be interpreted as linear, while any number < 0 will
be interpreted as log. The example above is a rough approximation of the radiation field within a typical
planetary nebula.

This is an intensity command.

6.5 Bremsstrahlung, temp =38

The incident radiation field will be optically thin pure hydrogen bremsstrahlung emission. The shape is
given by
fvoc v 02 exp(—hv/kT) [ergem 2s~'Hz . (6.7)

The argument is assumed to be the log of the temperature if it is less than or equal to 10 or the keyword log
is present, and linear otherwise. The form of the continuum is approximate since a simple power-law gaunt
factor is assumed and the emission from an optically thin gas with cosmic abundances is actually
characterized by hundreds of overlapping emission lines (see, for example, Kato, 1976).

A more realistic radiation field could be produced by combining the coronal equilibrium command with
the save transmitted continuum command to generate a continuum which can be read in with the table
read command.

6.6 CMB [redshift 1000]

This command generates a blackbody radiation field in strict thermodynamic equilibrium (that is,
T o10r = T, where T, is the energy-density temperature). The optional argument is the redshift z. If it is not

'The keyword was LTE before version 96 of the code. It was changed to STE to better reflect the fact that this
condition corresponds to strict thermodynamic equilibrium. The code will continue to accept the LTE keyword for the
foreseeable future.
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entered then z = 0 is assumed. The temperature of the blackbody is given by
Temp=T,(1+2) [K] (6.8)

where the redshift dependence is from Peebles (1971) and the present temperature of the background is
assumed to be T, = 2.725 +0.002K (Mather et al., 1999; Wilkinson, 1987). This command specifies both
the shape and intensity of the radiation field. A starting radius of 10°° cm will be assumed if no starting
radius is specified.

6.6.1 < The time option

The keyword time will follow the time-dependent recombination of an evolving universe. This is now
being developed by Ryan Porter and will be described in Porter et al. (in preparation).

6.6.2 < The density option
The keyword density will also specify the density at the redshift.

This CMB radiation field is assumed to be isotropic rather than beamed.

6.7 Extinguish column = 23, leak = 0.05, low =4 Ryd

This command will modify the shape of the incident SED by extinction due to photoelectric absorption by a
cold neutral slab with column density given by the first argument (entered as a log, cm~2). This extinction
is applied after the radiation field has been fully generated and normalized to the correct intensity. The form
of the extinction is a simple power-law fit to the absorption curves calculated by Cruddace et al. (1974).
The extinguished continuum f7, is related to the initial continuum f, by

£1(v>1Ryd) = fy {n +(1-1)exp (—6.22 X 10718y, 28 N(H)) } 6.9)

where N(H) is the total hydrogen column density (cm™2), Vrya 1s the frequency in Rydbergs, and 1) is the
leakage.

The optional second number is the fractional leakage 1 through the absorber (see Ferland and
Mushotzky, 1982). This has a default value of 0, i.e., no leakage. The leakage is interpreted as a log if it is
negative and linear otherwise. If unexpected or unphysical results occur when the extinguish command is
given then it is likely that nearly all ionizing radiation has been attenuated. A plot of the generated
continuum (with the plot continuum command) may prove interesting. The code will stop if the leakage is
greater than 1.0 (100%).

The optional third number is the lowest energy for the absorption to occur. The default is 1 Ryd and is
appropriate if the absorption is mainly due to atomic hydrogen. The number is interpreted as linear
Rydbergs if positive and the log of the energy if less than or equal to zero. The continuum with energies
below this cutoff energy will be unaffected by the absorption. The non-ionizing (hv < 1Ryd) continuum
can be extinguished by this command but extrapolating the power law to these energies is nonsense.

The second two arguments are optional and may be omitted from right to left. The cutoff energy can only
be changed if the leakage is specified.



6.8. INTERPOLATE [v(RYD) OR LOG v(HZ)], LOG(F,) 39

The command acts by first generating the continuum shape with extinction neglected. The continuum is
then normalized using any of the luminosity or intensity commands (i.e., Q(H), ionization parameter,
luminosity, etc.). Only then is the continuum extinguished. The continuum that actually strikes the
illuminated face of the cloud does not have the intensity or luminosity actually entered. (These values
would be correct were the extinction not present.) Physically, the luminosity of the central object is not
changed by the presence of an absorbing cloud along the line of sight.

This command should only be used as a quick test. A more physical way to extinguish the continuum
would be to actually transmit it through a model of the absorbing slab, save that continuum with the save
transmitted continuum command, then use this filtered continuum with the table read command.

6.7.1 Extinguish optical depth 1.2, [options]

If optical depth appears rather than column then the first number is the log of the Lyman continuum
optical depth. All other options are the same as the extinguish column command. N.B. It really is the log
of the optical depth, not the linear optical depth.

6.8 Interpolate [Vv(Ryd) or log v(Hz)], log(f,)

The shape of the incident radiation field will be interpolated from the table of points given by this
command. The interpolation uses straight lines in log-log space. Up to 130000 ordered pairs of points can
be entered. This limit is set by the variable NCELL, which also sets the size of several continuum arrays.
continue lines can be used to continue entering values after the initial interpolate line is filled.

Unlike the majority of the commands the first five characters of the command must be entered.

The numbers are ordered pairs giving the energy and intensity. The first number within each ordered pair
of points is either the energy in Rydbergs (linear or as a log) or the log of the frequency (in Hertz).
CLOUDY assumes that the log of the energy in Rydbergs was entered if the first number is negative; that the
log of the frequency (Hz) was entered if the first number is greater than 5; and linear Rydbergs otherwise.
Any of the three styles can be chosen but it must be used consistently within the command. If the first
energy is entered as zero then it is interpreted as the low-energy limit of the code. In this case the remaining
energies will be interpreted as linear Rydbergs if the second number is positive and the log of the energies
in Rydbergs if it is negative. An energy of zero Rydbergs is not allowed (except for the first), and the
energies must be in increasing order.

The second number in each ordered pair is the log of the relative flux density per unit energy interval
[log,o(Jv)+constant] at that energy. These numbers are only used to set the shape of the continuum. The
constant in the equation is set by one of the intensity or luminosity commands.

The interpolate command can be freely mixed with other shape commands and a total of up to 100
interpolate and table commands can be entered.” Note that table and interpolate are actually two forms of
the same command so that they store information in the same arrays. The total number of table and
interpolate commands entered together cannot exceed 100.

As an example, the following approximates a metal-poor 4.5e4 K stellar atmosphere. The energies are
entered in Rydbergs:

// following is 45000 K atmosphere from Shields and Searle

interpolate (0.00001 -11.106) (.58 -1.5792) (.99 -1.44) (1.01 -1.7018)
continue 1.8 -1.905) (1.81 -1.939) (2.57 -2.208) (2.59 -2.247) (3 -2.3994)
continue (3.02 -2.8193) (3.49 -2.9342) (3.51 -4.143) (3.99 -5.582)

2Limits to the use of the interpolate command existed in versions 73 and before, but have been lifted.
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continue (4.01 -6.3213) (6 -9.9) (10 -17.3) (20 -30) (le7 -30)
g(h) = 52.778151

Note that the continuum should be specified between 1.001 x 10~8 Ryd and 7.354 x 10° Ryd even if the
intensity is small. If it is not fully specified then a warning will be issued and a model computed with the
unspecified continuum set to zero. As a further note, it is important that the continuum be physically
correct. For instance, stellar model atmospheres predict almost no X-ray emission while real OB stars are
X-ray sources (although neglecting X-rays for these stars is generally a safe approximation). See page 50
below for a more detailed discussion.

6.9 Laser, frequency = 3.5 Ryd [rel width 0.02]

The intensity of the radiation field will be very small except within £5% of the specified energy where it
will be very large. The energy is specified in Rydbergs and it is interpreted as a log if it is negative. This is
provided as a way to check on the computation of the photoionization rate integrals.

The optional second number changes the relative width of the laser. The relative width is the ratio dE /E
where dE is the half width of the laser. The laser will only be active within +dE of E. The code would
return an error condition if dE is so small that the laser does not happen to be within £dFE of E as evaluated
by the code’s energy mesh. The fractional width probably should not be made smaller than roughly 0.01 but
the code does not protect against too small a value of dE.

Another way to make a laser is to save out a transmitted radiation field using the save transmitted
continuum command, edit this file, and, by hand, increase the intensity of the continuum at particular cells.
This is described where the table read command is defined.

6.10 Power law, slope =-1.4 [hi cut =6 Ryd low cut =.1, Kelvin]

N.B. IT IS VERY DANGEROUS TO USE THIS COMMAND. The radiation field will be a power law with
slope given by the first parameter. It has optional low-energy and high-energy exponential cutoffs Vp;ep cur
and V,,, ¢ in Rydbergs. The form of the continuum is

fv=v%exp (—v/vhighcu,) exp (—Viewew /V) [ergem 2s THz 1], (6.10)

The first number on the command line is the slope . Note that there is no implicit negative sign in this
exponent; typical AGN have «,, ~ —1.4, (Zamorani et al., 1981). The second (optional) number is the
high-energy cutoff Vjepcir. The third optional number is the low-energy cutoff vj,,, .. Both are expressed
in Rydbergs and they can be omitted from right to left. The default values are 10* and 10~* Ryd.

If the keyword Kelvin appears then both cutoff energies are interpreted as temperatures in Kelvin rather
than energies in Rydbergs. The temperature is a log if it is less than or equal to 10 or the keyword log
appears, and the linear temperature itself otherwise. If you do not use the keyword Kelvin, the cutoffs will
always be interpreted as linear quantities.

It is generally a very bad idea to use this command. CLOUDY treats the entire radiation field between
very low and very high energies. Extrapolating reasonable radiation fields past the optical-ultraviolet region
into radio or y-ray energies will have unexpected effects. Power-law continua with slopes smaller than —1
will have unphysically large photon occupation numbers and brightness temperatures at very long
wavelengths. This will probably produce catastrophic Compton cooling and/or free-free heating. Continua
with slopes greater than —1 will be dominated by the radiation field at energies of many MeV resulting in
large Compton heating and pair-production rates. The exponential cutoffs can prevent this but they also
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Table 6.1: AGN Continuum
v(Ryd) log (Fy) slope

1.00(-5) —3.388 +2.50
9.12(—-3) 4.0115 —1.00
0.206 2.6576 —0.50

1.743 2.194 —1.00
4.130 1.819 -3.00
26.84 -0.6192 —-0.70
7.35(+3) —2326 —1.67
7.40(+6) —7.34 —1.12

drive the radiation field to zero intensity when either argument in the exponential becomes large. This is
unphysical and can cause numerical problems.

It is much better to use the interpolate command and enter physically reasonable low-energy and
high-energy radiation fields. There is a special version of the command, table power law for entering a
well-behaved power-law continuum.

6.11 Table command

6.11.1 Opverview

Any of several radiation field shapes that are stored as a permanent part of the code can be entered with this
command. This is a special version of the interpolate command. The same interpolation on a table of input
frequencies and fluxes described there is done. The table command can be freely mixed with other shape
commands and a total of up to 100 table and interpolate commands can be entered.

6.11.2 Table AGN

If the keyword AGN appears (note the presence of a leading space) then a continuum similar to that
deduced by Mathews and Ferland (1987) will be used. The continuum is meant to be similar to typical radio
quiet active galaxies. The points used to describe this continuum are given in Table 6.1.

This radiation field differs from the Mathews and Ferland (1987) SED only in that the continuum is
assumed to have a sub-millimeter break at 10 microns. For wavelengths longer than 10 microns the
continuum is assumed to have a slope f, o< v appropriate for a self-absorbed synchrotron continuum
(Rybicki and Lightman, 1979). Note that this represents a typical observed continuum, and may not be
directly related to the continuum actually striking BLR gas (Korista et al., 1997b).

The energy of the sub-millimeter break is not well determined observationally but has a major impact on
high density, high ionization parameter models, as discussed by Ferland and Persson (1989), Ferland et al.
(1992), and Ferland (1999a). The energy of the infrared break can be adjusted with the break keyword. The
break can be adjusted between the limits of 0.2 Rydberg and 1.001 x 10~8 Ryd by entering the keyword
break followed by a number specifying the energy of the break. The number is interpreted as the log of the
energy in Rydbergs if it is negative and as linear Rydbergs if positive. It is interpreted as the linear
wavelength of the break in microns if the keyword microns also appears. If no number appears, but the
keywords no break does, then a break at the low-energy limit of the code (1.001 x 10~8 Ryd) is assumed.
The following shows equivalent ways of generating a continuum with a break at 10 microns;
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Table 6.2: Akn 120 Continuum
v(Ryd) fy
1.0(=5) 1.5(—26)
1.9(—5) 1.6(—26)
3.0(—4) 1.4(-23)
2.4(-2) 8.0(-25)
0.15 1.6(—25)
0.30 1.8(—25)
0.76 7.1(—26)
2.0 7.9(=27)
76. 1.1(—28)
7.6(4+2) 7.1(=30)
7.4(4+6) 1.3(—34)

table AGN break .00912 // energy in Ryd

table AGN break -2.04 // log of energy in Ryd
table AGN break 10 microns // wavelength in microns
table AGN no break // no sub-millimeter break

Note that the nature of the SED in AGN is still an open question. The shape given here is very simplistic
and quite uncertain in the ionizing ultraviolet. Moreover, it would not be surprising if the BLR sees a far
different continuum than we do. This shape may not be correct for low redshift Seyfert galaxies (Binette
et al., 1989; Clavel and Santos-Lleo, 1990) and direct observations of high-redshift quasars suggest a far
softer continuum than this (Zheng et al., 1997; Korista et al., 1997b). It is probably best to only use this
shape in exploratory situations and generate a specific AGN radiation field using either the ratio or AGN
commands.

6.11.3 Table akn120

If the keyword akn120 appears then the continuum summarized by Peterson (private communication) is
used. The continuum is described by the observed flux at Earth [erg cm™2 s~! Hz~!] and is given in
Table 6.2.

The monochromatic luminosity at 1320 Ais vL, = 1.84 x 10% h2 erg s~!, where h=H, /100 km g1
mpc~!, so, setting & = 0.75, the akn120 SED could be generated by the commands

nul (nu) = 44.514 at 0.6906 Ryd
table aknl20

6.11.4 Table cooling flow

This generates the continuum shape described by Johnstone et al. (1992) and used in Ferland et al. (1994,
2002). It is a co-added series of Raymond-Smith collisional-equilibrium continua and was chosen to
represent the spectrum at a point within a typical cooling flow.

6.11.5 Table Crab

This generates the SED of the synchrotron-emitting regions of the Crab Nebula. This is the net observed
continuum, originating in both the pulsar and nebula, and not the pulsar continuum alone.
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By default the SED derived by Atoyan and Aharonian (1996) and shown in Hester (2008) is used. If the
option Davidson appears then the continuum summarized by Davidson and Fesen (1985) is used. These
two SEDs, shown in Figure 6.2, have substantial differences in the UV/FUV.

This is an intensity command.

According to Davidson and Fesen (1985), the total luminosity of the Crab is L;,; =
Crab SED could be generated by combining the commands

103814 ergs~!. The

luminosity (total) 38.14
table Crab

6.11.6 Table Draine [factor=1.7]

This enters the galactic background radiation field given by equation 23 of Draine and Bertoldi (1996). The
radiation field is only defined over a very narrow wavelength range so it is only appropriate for certain very
simple PDR calculations. It is shown in Figure 6.3 along with the radiation field produced by the table ism
command. This command specifies both the shape and intensity of the continuum.

The optional scale factor changes the intensity of the continuum. By default it is a linear scale factor but
the keyword log changes this.

This radiation field is defined up to an energy very close to 1 Rydberg. It may spill over into the
hydrogen-ionizing continuum for certain choices of the continuum-bin resolution. Add the extinguish
command to insure that H-ionizing radiation is extinguished if this is needed. The code will print a
comment is this is not done.

This continuum should only be used for restricted tests since the vast majority of the electromagnetic
spectrum is undefined. It was created to compute the Leiden PDR test cases (the pdr_leiden*
simulations in the test suite) and the paper by Rollig et al. (2007).

This radiation field is isotropic. This is an intensity command.

6.11.7 Table HM96 [factor=-1]

This enters the Haardt and Madau (1996) background continuum for a redshift of z = 2.16. This is the
original form of the command and is maintained for reference. The cosmic microwave background is not
included - use the CMB command to add this component. Note that this table specifies both the shape and
intensity of the radiation field. There is an optional multiplicative scale factor to change the intensity. If the
scale factor is less than or equal to zero then it is interpreted as the log of the scale factor.

This radiation field is isotropic. This is an intensity command.

6.11.8 Table HMOS redshift 2.21 [quasar; factor=-1]

This enters the Haardt & Madau (2005 private communication) radiation field at any redshift 0 <z <8.9. It
interpolates on tables kindly provided by Francesco Haardt. There are two forms of the radiation field - the
default includes both quasars and galaxies. If the keyword quasar occurs then a radiation field considering
only quasars is used. The cosmic microwave background is not included - use the CMB command to add
this component. Note that this table specifies both the shape and intensity of the radiation field. There is an
optional multiplicative scale factor to change the intensity. If the scale factor is less than or equal to zero
then it is interpreted as the log of the scale factor.

The radiation field is isotropic. This is an intensity command.
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Figure 6.2: The SEDs produced by the table Crab commands are compared. The red line is the
SED from Davidson and Fesen (1985) and was the default used by CLOUDY through versions C10.
The black line is the current default, derived by Atoyan and Aharonian (1996) and shown in Hester
(2008)
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Figure 6.3: The SED produced by the table ISM command is the lighter line. The infrared cirrus is
the peak at A ~ 100 um and starlight dominates at shorter wavelengths. The points just shortward
of the Lyman limit (0.0912um) are interpolated—actually it is thought that interstellar extinction
removes most of this continuum. The dashed line shows the interpolated SED and the solid line
shows the effects of absorption introduced by adding the extinguish command. The heavy red line

is the table Draine continuum.
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Table 6.3: ISM Radiation Field
log(v) logvf, logv logvfy,
9.00 —-793 1414 -2.30
10.72  —-296 1438 —1.79
11.00 —-247 1463 —1.79
11.23  —-2.09 1493 -—-2.34
1147 —-2.11 1508 -—-2.72
11.55 —-2.34 1536 —2.55
11.85 —-3.66 1554 —-2.62
1226 —2.72 1625 —5.68
12.54 —-245 17.09 —-6.45
12.71 —2.57 18.00 —6.30
13.10 —-3.85 23.00 —11.30
13.64 —3.34

6.11.9 Table ism [factor = 0.7]

The local interstellar radiation field is generated with the keyword ism. This uses Figure 2 of Black (1987)
to represent the unextinguished local interstellar radiation field (see Figure 6.3). This command specifies
both the shape and luminosity of the radiation field. The continuum generated by CLOUDY is exactly that
given by Black except that the radiation field between 1 and 4 Ryd is interpolated from the observed or
inferred values. Actually it is thought that this part of the radiation field is heavily absorbed by gas in the
ISM so that little 1 to 4 Ryd radiation exists, at least in the galactic plane. Such absorption can be
introduced with the extinguish command.

The table ism command also specifies the intensity of the incident radiation field since this is directly
observed. There is an optional scale factor to change the intensity of the entire radiation field. It is the log
of the scale factor if less than or equal to zero and the scale factor itself if positive. The actual numbers used
by CLOUDY to interpolate on Black’s table are given in Table 6.3. The frequencies are in Hz, and the
product V£, in erg cm 2 s,

This does not include the cosmic microwave background. Use the CMB command to add this
component.

The actual ISM radiation field incident on a typical region in the galactic plane could be generated by:

table ISM
CMB
extinguish column = 22 leak=0

This radiation field is isotropic. This is an intensity command.

6.11.10 Table power law [spectral index -1.4, low =.01, hi =20]

This produces a power-law continuum that is well behaved at both the high and low energy ends. The
default shape, assumed when no numbers occur on the command line, is the form f, < v*. Here o = —1
for the spectral midrange between 10 microns and 50 keV, and the continuum has slopes f,, o< v>/2 at lower
energies (appropriate for self-absorbed synchrotron, eq 6.54, p.190, Rybicki and Lightman, 1979) and

fv o< v2 at higher energies. Note that much of the X-ray literature will use an implicit negative sign in
defining the energy index, as in equation 13.2 of AGN3. CLOUDY never uses implicit negative signs so a
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Table 6.4: Power Law Continuum
v(Ryd) slope
1.00(—-8)  +2.50
9.115(—-3) —1.00
3676. —2.
7.40(+6) —

typical AGN will have an energy index of roughly —1.5. Table 6.4 summarizes the continuum that is
produced by this command if no other parameters are specified.

Three optional numbers may appear on the command line. The first number sets the slope of the
mid-range spectral component (infrared to X-ray) and has a default of -1 (f,, = v~!). The next two numbers
adjust the energy limits of the mid-range spectral component. Their default units are Rydbergs but the
keyword microns will change the units to microns for the first energy only. The second number is the
energy (in Rydbergs) of the infrared break. The default is 0.009115 Ryd (10 microns). If this second
number is zero then the low energy limit to the continuum (1.001 x 10~8 Ryd) will be used. The number is
interpreted as the log of the energy in Rydbergs if it is negative and linear otherwise. Note that, with no
infrared break, free-free heating will probably be significant for denser clouds. A power-law continuum
with a low energy break at 1 micron would minimize this heating and could be generated with the command

// a power—-law with index -1 and 1 micron break
table power law slope -1, 1 micron break

The following uses the default power law

// another example, a power-law with index -1
// and 10 micron break, (the default)
table power law slope -1

The third optional number is the energy (in Rydbergs) of the break in the X-ray continuum. The default
is 50 keV and if it is zero then the high-energy limit of the continuum (7.354 x 10° Ryd) is used. The
number is interpreted as a log if the energy of the infrared break is entered as a log and linear otherwise.
The numbers may be omitted from right to left.

6.11.11 Table read ’contin.txt”

This reads in the radiation field predicted from a previous CLOUDY calculation. The name of the file
containing the spectrum predicted from the first calculation continuum must be enclosed in a pair of double
quotes. The first calculation saves the radiation transmitted through a cloud with the save transmitted
continuum command described on page 169. Subsequent calculations use the table read command to
include this field.

The transmitted spectrum of the first model will include all transmitted radiation, including line
emission, and will write that out as a single spectral energy distribution. When the second model reads that
in, it will have no knowledge of what was what in the first model. It will treat it as an incident SED without
further specifics. So the [O 111] 5007 flux reported by the second model will be that produced by the second
model only, but the 5007 photons from the first model will included “anonymously” in the incident SED.

The save transmitted continuum command produces a file containing the frequency in Rydbergs and
the transmitted continuum Vv f,, [erg cm~2 s7!]. This continuum is the sum of the attenuated incident
continuum and the fraction of the cloud’s diffuse emission that is transmitted in the outward direction. The
first lines of the file contain header information and must not be deleted.
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CLOUDY checks that the photon energies contained in the save transmitted continuum file are exactly
that same as the photon energies used in the code’s internal arrays. This is because the contents of the files
are simply placed into these arrays with no interpolation. You should not try to change the photon energies.

The keyword last must appear on the save transmitted continuum command if more than one iteration
is done. If it does not then the radiation field predicted in each iteration will be saved and the code will
become confused when it tries to read the file.

The table read command can be freely mixed with all of the other radiation field shape commands. Any
number of table read commands can be entered.’ The save continuum file must have been produced by
the same version of CLOUDY.

This command does not set the intensity of the radiation field. This must be done with any of the
intensity or luminosity commands.

The following gives an example of first creating a file containing the transmitted radiation field then
using this file as the incident radiation field in a second calculation.

title this finds transmitted continuum due to warm absorber
hden 9

ionization parameter 1

stop effective column density 21

table AGN

iterate

save transmitted continuum file = "absorber.txt" last

Now use this continuum in a second calculation:

table read file = "absorber.txt"
luminosity 45

radius 18

hden 9

6.11.12 Table Rubin

Nearly all attempts at modeling the Orion Nebula have found that theoretical stellar atmospheres do not
produce enough flux near 4 Ryd (see, for example, Mathis, 1982, 1985; Rubin et al., 1991; Sellmaier et al.,
1996).

Bob Rubin has modified the emergent radiation field from one of the Kurucz (1979) models to better
account for the presence of high-ionization lines in the Orion Nebula. This modified SED can be accessed
with the table Rubin command. The continuum started life as a logg = 4, T, s = 37,000 K Kurucz model,
but the flux between 41 eV and 54 eV was raised by a factor of 11 to reproduce the [Ne III] optical and IR
lines.

6.11.13 Table XDR

This generates the X-ray SED described in Maloney et al. (1996),

~0.7
lOOkeV) [ergem~2s~! Hz 1], (6.11)

Jv=Jfox (

over the energy range 1 — 100 keV. The radiation field has negligible intensity outside this range.

3Only one table read command could be entered in versions 90 and before.
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Figure 6.4: This figure shows the emergent radiation field predicted by five 5e4 K stars included
with the code. The smoothest is the blackbody, and the Kurucz (1991) and Rauch (1997) atmo-
spheres show the most structure. stars

6.12 Table stars command

Several sets of emergent SEDs from stellar atmosphere calculations are accessible. The command has
several sub-keywords that indicate which set of atmospheres to use.

Figure 6.4 compares predictions for five of the 5e4 K SEDs that are available. These include a blackbody
and atmospheres computed by Mihalas (1972), Kurucz (1979), Kurucz (1991) and Rauch (2003). All were
normalized to have the same total luminosity (103 erg s~!) observed from a distance of 10'® cm. Note the
order of magnitude dispersion among the continua for energies around 4 Ryd.

These commands specify only the continuum shape. It is still necessary to specify a luminosity. Tout
et al. (1996) provide convenient fitting formulae giving zero age main sequence luminosities as functions of
stellar mass and metallicity.

Danger! Many forms of the table stars commands accept the log keyword to indicate that the log of the
stellar temperature is entered. Many also accept the surface gravity, normally referred to as “log g”, as a
second parameter. The “log” in “log g” would cause the temperature to be interpreted as the log of the
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temperature. Either do not enter the string “log g”, or write it as “logg” or “log(g)”.

6.12.1 Overview of available stellar SEDs

In versions C06.02 and before the stellar continua were entered into the code on a case by case basis. New
continua could only be introduced by writing new code. Beginning in C07.02 Peter van Hoof developed a
unified treatment so that any continuum could be used by putting it into a standard format. This is far more
flexible and allows more continua to be entered.

All grids have a range of surface temperature (or age in the case of stellar population synthesis models)
and many also include a range of surface gravity or metallicity. The table star command will interpolate on
these tables to calculate an SED with the specified parameters. More information on the various grids that
are supported can be found on our web site http://wiki.nublado.org/wiki/StellarAtmospheres.

To list all the grids that have already been compiled on your system, you can use the table star available
command. This will list all the standard grids that were installed from the webpage above (including their
parameters), but not the custom grids that you created yourself. Note that this command will only list valid
binary files that can be used in the current setup of the code. This implies that if the binary files were
compiled with a set continuum resolution command, then this command needs to be repeated in front of
the table star available command in order to see the binary files.

To list all the SEDs that are contained in a single compiled stellar atmosphere grid, you can use the table
star <grid> list command. For more details see our webpage listed above.

6.12.2 High-energy component

Theoretical stellar atmospheres emit little energy above 4 Ryd while real OB stars are X-ray sources.
Sciortino et al. (1990) find a correlation between the X-ray and bolometric luminosities which can be
fitted by

log (L) = 1.08 (+0.06/ —0.22) log (Lps;) — 9.38 (+2.32/ —0.83). (6.12)

The X-ray luminosity is typically ~ 6.4 dex fainter than the bolometric luminosity. A source temperature of
0.5 keV is quoted by Sciortino et al. This X-ray component must be explicitly added as an independent part
of the incident radiation field. Tests show that the high-energy light has little effect on conditions in the H II
region but does affect the ionization in the surrounding PDR.

6.12.3 Starburst99 files

It is possible to read in predictions from Starburst99 (Leitherer et al., 1999).* The Starburst99 SEDs are
unified with the stellar atmosphere treatment. See our web site
http://wiki.nublado.org/wiki/StellarAtmospheres and Appendix B.2 below for more details.

The procedure is to create your Starburst99 calculation on their web site (we tested the version at STScl).
Store the Starburst99 output file “*.spectrum1” as a file with a “. stb99” or “. stb” extension. Compile it
as in the following example

compile star "some_file.stb99"

You can optionally include the keyword stellar or nebular if you want to use only the stellar or the nebular
component of the interstellar radiation field (these are the fourth and fifth column of the Starburst99

“The table starburst command, which existed for this purpose in versions through C07, has been replaced with
this table stars command.
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calculation, respectively). The default is to use the total spectrum, which is the sum of the stellar and
nebular component. This would be the equivalent of including the emission from nearby star forming
regions in your calculation. If you don’t want that, you can use the stellar component only, as in the
following example

compile star "some_file.stb99" stellar

The above commands will produce files some_file.ascii and some_file.mod, which can then be
used in the table stars command:

table star "some_file.mod" age=6e7 years

The number on the table star command is age of the starburst. It has the same units as the ages given in
the Starburst99 data file and is normally given in years. It is interpreted as a log if < 10 or if the keyword
log appears, and as the linear age if > 10 or if the keyword linear appears.

It is critical that the original Starburst99 file not be changed in any way at all. Doing so will trick the
code into generating bogus results. In any case, it is a good idea to make a plot of the generated radiation
field, using column 1 and 2 of the output from the save continuum command, to confirm that it is correct.

Starting with the C10 release it is possible to combine several Starburst99 runs with different
metallicities into a single 2-dimensional grid. This allows interpolation in both age and logZ. This has to be
done by compiling each of the Starburst99 runs as described above and then manually merging the
“.ascii” files into a single “.ascii” file. Appendix B.2 gives details how the merged file should be
formatted. An example of a merged file is available on the StellarAtmospheres page of the Cloudy wiki
linked at the start of this subsection. The resulting file should then be compiled using

compile star "merged_file.ascii"
and used as follows

table star "merged_file.mod" age=6.7 log(Z)=-1.2

6.12.4 PopStar grids

You can convert PopStar grids into “. ascii” files so that they can be compiled and used in CLOUDY. You
can either use a single PopStar grid, allowing interpolation in age, or combine several PopStar grids for the

same initial mass function but different metallicities allowing interpolation in age as well as log Z. Detailed
instructions can be found on wiki.nublado.org/wiki/StellarAtmospheres.


http://wiki.nublado.org/wiki/StellarAtmospheres
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Chapter 7
CHEMICAL COMPOSITION

7.1 Overview

The default solar composition is summarized in Table 7.1. C and O abundances come from photospheric
abundances of Allende Prieto et al. (2002, 2001), while N, Ne, Mg, Si, and Fe are from Holweger (2001).
The helium abundance is a typical value for nebulae with near-solar compositions. The remainder of the
first thirty elements comes from Grevesse and Sauval (1998). Meteoritic and photospheric abundances
agree for most elements. They differ by significant amounts for P, S, Cl, and Mn. These are fairly volatile
elements so may be deficient in meteorites. For these four the means of the meteoritic and photospheric
abundances were used.

These default abundances are maintained for backwards compatibility. The abundances GASS10
command described in section 7.4.3 will use values from Grevesse et al. (2010). The default isotopic
abundances are taken from Lodders (2003) and are stored in the file hyperfine.dat in the data
directory.

Abundances are always specified by number relative to hydrogen, not by mass or relative to silicon.
Abundances are relative to the total hydrogen density, the sum of H in atomic, ionic, and molecular form.
These are gas-phase abundances and do not include material locked into grains. The composition will be
printed in the header information that starts the printout. You should check this to confirm that the right
composition is used.

The following sections describe how to modify the chemical composition.

7.2 Absolute abundances and scale factors

Abundances can be specified as either absolute abundances or as scale factors. An absolute abundance
gives the abundance of an element relative to hydrogen. An example might be n(0)/n(H) =4 x 1074, A
relative abundance is given relative to another value. An example might be the abundance relative to the
solar value, n(O)/n(H) = 4 x [n(O)/n(H)],.

7.3 Precedence
There are many ways to specify an abundance. It is even possible to specify different abundances for the

same element in the same input script. If the absolute abundance is specified with more than one command
then the last abundance is used. If the abundance is specified by both its absolute abundance and by a scale

53
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Table 7.1: Solar Composition

A 12+log log n/n(H) ref

1 H Hydrogen 12.00 0.00 1.00E+00 GS98
2 He Helium 11.00 —1.00 1.00E-01 text

3 Li Lithium 3.31 —8.69  2.04E-09 GS98
4 Be Beryllium 142 —10.58 2.63E-11  GS98
5 B Boron 2.79 -9.21 6.17E—-10 GS98
6 C  Carbon 8.39 —3.61 245E-04 APO2
7 N  Nitrogen 7.93 —4.07 8.51E-05 HO1
8 O Oxygen 8.69 —3.31 4.90E-04 APO1
9 F  Fluorine 4.48 —7.52  3.02E-08 GS09
10 Ne Neon 8.00 —4.00 1.00E-04 HO1
11 Na Sodium 6.33 —5.67 2.14E-06  GS98
12 Mg Magnesium 7.54 —4.46 347E-05 HO1
13 Al  Aluminium 6.47 —5.53  295E-06 GS98
14 Si  Silicon 7.54 —4.46 347E-05 HO1
15 P Phosphorus 5.51 —6.50 3.20E-07 GS98*
16 S Sulphur 7.27 —4.74  1.84E-05 GS98*
17 Cl  Chlorine 5.28 —6.72  1.91E-07 GS98
18 Ar Argon 6.40 —-5.60 2.51E-06 GS98
19 K  Potassium  5.12 —6.88  1.32E-07 GS98
20 Ca Calcicum 6.36 —5.64 2.20E-06 GS98
21 Sc  Scandium  3.17 —8.83  1.48E-09 GS98
22 Ti  Titanium 5.02 —6.98 1.05E-07 GS98
23 'V Vanadium  4.00 —8.00  1.00E-08  GS98
24 Cr Chromium 5.67 —6.33  4.68E-07 GS98
25 Mn Manganese 5.46 —6.54 2.88E-07 GS98*
26 Fe Iron 7.45 —4.55 2.82E-05 HO1
27 Co Cobalt 4.92 —7.08 8.32E-08 GS98
28 Ni  Nickel 6.25 —-5.75 1.78E-06  GS98
29 Cu Copper 4.21 —=7.79 1.62E-08  GS98
30 Zn Zinc 4.60 —7.40 3.98E-08 GS98

References: GS98: Grevesse and Sauval (1998), GS98* - mean of photospheric and meteoritic,
HO1: Holweger (2001), APO1, AP0O2 Allende Prieto et al. (2001, 2002).
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factor then both are used. Either of the following will multiply the default H 11 region nitrogen abundance
by a factor of two:

abundances H II region
element scale factor nitrogen 2

or

element scale factor nitrogen 2
abundances H II region

The element scale factor option applies a scale factor while the element abundance option sets an
absolute abundance. The abundances H 11 region command uses one of the absolute abundance mixtures
that are stored by the code. This command enters the gas-phase abundances of all 30 elements and also
includes interstellar grains. The element command changes some details about a particular element.

In the following example both commands set absolute abundances so the first nitrogen abundance will
have no effect and the final nitrogen abundance will be the default H 11 region abundance

element abundance nitrogen -4.7
abundances H II region

In the following only the second nitrogen scale factor has any effect since the second scale factor overwrites
the first:

element scale factor nitrogen 3
element scale factor nitrogen 2
abundances H II region

The result will be H 11 region abundances with nitrogen having twice its normal value. Similarly, the
combination

element abundance nitrogen -4
element scale factor nitrogen 2

in either order would result in 7(N) /n(H) = 2 x 10~* since the first command sets an absolute abundance of
10~* and the second command doubles this.

The chemical composition is printed at the start of the calculation. Be sure to confirm that the
composition has been entered correctly.

7.4 Abundances he c...

The abundances of all elements can be entered with the command abundances followed by: a) a complete
set of abundances, b) the keyword all and a single number to set all of the abundances, or ¢) a second
keyword to select one of the stored abundance sets.

7.4.1 Arbitrary abundances

The abundances command can be used to specify the abundances of all elements as a series of numbers.
The elements must be in exactly the same order as indicated in Table 7.1 unless the order is altered with the
elements read command. Abundances for all active elements must be specified. Elements can be turned off
with the elements off command. The composition can be specified on several lines with continue lines
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following the initial abundances line. Abundances of zero are not allowed; CLOUDY will stop if they are
entered.

N.B. In the following examples the name of an element is written before its abundance. This is only for
readability. The code makes no attempt to read the symbols. The numeric abundances must appear in the
same order expected by the code.

The best way to enter abundances is as absolute abundances, as in the following example

abundances he =-1 1i =-9 be =-11 b =-9 ¢ =-4.3 n =-5o0 =-2.3
continue f =-7 ne =-1.2 na =-3 mg =-8

continue al =-8 si =-8 p =—6 s =-8 cl =-9 ar =-8 k =-6
continue ca =-8 sc =-9 ti ==7 v =-8 cr =-6.3 mn =-6 fe =-8
continue co =-9 ni =-8 cu ==-7 zn =-7

The abundances can also be entered as a set of scale factors indicating the desired abundances relative to the
current set absolute abundance. These will be solar by default. The following example doubles the oxygen
abundance and lowers the iron abundance

abundances he =1 1i =1 be =1 b =1 ¢ =1 n =1 o =2

continue f =1 ne =1 na =1 mg =

continue al =1 si =1 p =1s =1<cl =1 ar =1%k =1

continue ca =1 sc =1 ti =1 v =1 cr =1 mn =1 fe =0.0000001
//deplete iron

continue co =1 ni =1 cu =1 zn =1;

It is better to specify absolute abundances since the default solar composition changes from time to time.

The code checks the sign of all of the entered abundances to decide which style was entered. The
numbers are interpreted as linear scale factors if all are positive, and as logs of the abundance relative to
hydrogen if any are negative.

7.4.2 Setting all at once

If the keyword all appears and exactly one number is entered then all of the elements heavier than hydrogen
are given this absolute abundance. The number is the log of the abundance if it is less than or equal to zero
and the abundance itself if it is positive. Either of the following commands will give all elements between
and including helium and zinc an absolute abundance of 10~ by number relative to hydrogen:

abundances all -10
abundances all 1le-10

The metals command will set abundances of all elements heavier than helium.

7.4.3 Stored abundance sets

Table 7.2 lists the abundance sets that are stored as a permanent part of the code. These sets are entered if
there are no numbers on the abundances command but a keyword occurs as in the following examples. The
four-character part of the keyword that must be matched for the key to be recognized is capitalized in the
second line of the table. The following gives some examples:

abundances Cameron

abundances H II region no grains
abundances h ii region
abundances nova

abundances planetary nebula
abundances primordial
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Table 7.2: Stored Abundance Sets

Atom H 11 Region Planetary Nova Cameron  Primordial ISM Crab
key Hm, Hu  PLANetary NOVA  CAMEron PRIMordial ISM CRAB
2 He 0.095 0.10 0.098 0.0677 0.072 0.098 0.70
3 Li 5.4(-11) 1.0(-20) 2.05(-9)  2.20(-9) 1(-10) 54(-11) -
4 Be 1.0(-20) 1.0(-20)  2.62(-11) 4.50(-11) 1(-16) 1.0(-20) -
5 B 8.9(-11) 1.0(-20)  7.60(-10)  3.40e-10 - 8.9(-11) -
6 C 3.0(-4) 7.8(-4) 9.40(-3)  4.22(-4) - 2.51(-4)  70(-4)
7 N 7.0(-5) 1.8(-4) 9.80(-3)  8.72(-5) - 7.94(-5) 1.23(-4)
8 O 4.0(-4) 4.4(-4) 1.70(-2)  6.93(-4) - 3.19(-4) 17.0(-4)
9 F 1.0(-20) 3.0(-7) 3.02(-8)  2.90(-8) - 2.0(-8) -
10 Ne 6.0(-5) 1.1(-4) 2.03(-3)  9.77(-5) - 1.23(-4) 5.33(-4)
11 Na 3.0(-7) 1.9(-6) 2.06(-6)  2.25(-6) - 3.16(-7) -
12 Mg 3.0(-6) 1.6(-6) 3.80(-5)  3.98(-5) - 1.26(-5) 0.8(-4)
13 Al 2.0(-7) 2.7(-7) 2.95(-6)  3.20(-6) - 7.94(-8) -
14 Si 4.0(-6) 1.0(-5) 3.55(-5)  3.76(-5) - 3.16(-6) -
15 P 1.6(-7) 2.0(-7) 3.73(-7)  3.72(-7) - 1.6(-7) -
16 S 1.0(-5) 1.0(-5) 1.62(-5) 1.88(-5) - 3.24(-5) 0.35(-4)
17 Cl 11.0(-7) 1.7(-7) 1.88(-7) 1.78(-7) - 1.0(-7) -
18 Ar 3.0(-6) 2.7(-6) 3.63(-6)  3.99(-6) - 2.82(-6) -
19 K 1.1(-8) 1.2(-7) 1.35(-7) 1.35(-7) - 1.1(-8) -
20 Ca 2.0(-8) 1.2(-8) 2.29(-6)  2.35(-6) - 4.1(-10) -
21 Sc 1.0(-20) 1.0(-20) 1.22(-9) 1.16(-9) - 1(-20) -
22 Ti 5.8(-10) 1.0(-20) 8.60(-8)  9.00(-8) - 5.8(-10) -
23V 1.0(-10) 1.0(-20) 1.05(-8)  9.50(-9) - 1.0(-10) -
24 Cr 1.0(-8) 1.0(-20) 4.84(-7)  4.80(-7) - 1.0(-8) -
25 Mn 2.3(-8) 1.0(-20) 3.42(-7)  3.50(-7) - 2.3(-8) -
26 Fe 3.0(-6) 5.0(-7) 4.68(-5)  3.38(-5) - 6.31(-7) 3.24(-5)
27 Co 1.0(-20) 1.0(-20) 2.24(-9)  8.27(-8) - 1.0(-9) -
28 Ni 1.0(-7) 1.8(-8) 1.76(-6) 1.80(-6) - 1.82(-8) -
29 Cu 1.5(-9) 1.0(-20) 1.87(-8)  2.00(-8) - 1.5(-9) -
30 Zn 2.0(-8) 1.0(-20) 4.52(-8)  4.70(-8) - 2.0(-8) -

grains Orion AGB no no no ISM no
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The assumed abundances are from a variety of sources. Table 7.2 gives their present values.

Cameron These are from Cameron (1982). Note that the helium abundance is very low, either it or the Big
Bang is wrong.

Crab Nebula These are from model M1, Table 3, of Pequignot and Dennefeld (1983). Elements they did
not include are from work in progress. Grains are not included by default. They must be added
separately.

nova These are roughly those derived by Ferland and Shields (1978) for the classical nova V1500 Cygni.
Abundances close to solar are assumed for those they did not measure.

H 11 region The H 11 region abundances are a subjective mean of the Orion Nebula abundances determined
by Baldwin et al. (1991), Rubin et al. (1991), Osterbrock et al. (1992), and Rubin et al. (1993). The
grains are the large-R size distribution grains described by Baldwin et al. (1991) but with the physics
updated as described by van Hoof et al. (2004). The keywords H 11 region, H 11 region, or Orion can
be used to obtain this abundance set. Abundances of some rare species were taken from the ISM mix
of Savage and Sembach (1996). Abundances entered in the table as “1E-20" are not real values,
simply values chosen to be small enough to be of no consequence. I would appreciate learning about
better numbers.

planetary nebula These abundances are from Aller and Czyzak (1983) and Khromov (1989), with high
depletions assumed for elements they do not list. The grains are from unpublished work of Kevin
Volk on post-AGB stars. The derived dust to gas ratios of different PNe have a large spread.
Evidence summarized by Clegg and Harrington (1989) suggests that some PNe have dust to gas
ratios roughly ten times smaller than ISM. However, Mallik and Peimbert (1988) find dust to gas
ratios similar to ISM and Borkowski and Harrington (1991) find one object with a dust-to-gas ratio
an order of magnitude above ISM. The grain composition of planetary nebulae should be treated on a
case by case rather than statistical basis. Abundances entered as “1E-20" are not real values, simply
values chosen to be small enough to be of no consequence. I would appreciate learning about better
numbers.

ISM The gas-phase abundances are an average from the work of Cowie and Songaila (1986) for the warm
and cold phases of the interstellar medium together with numbers from the warm and cool phases
towards & Oph (Savage and Sembach, 1996). The oxygen abundance! is from Meyer et al. (1998), F
is from Snow et al. (2007), and Co is from Mullman et al. (1998). The grains are the interstellar
medium grains defined by Mathis et al. (1977). The ISM, H 11 region, and Orion abundances are not
the same, although one can make the case that they should be.

old solar 84 The composition will be the solar used in versions 84 - 94 of the code. These are defined in
Table 7.3 and were taken from the meteoritic abundances of Grevesse and Anders (1989) with
extensions by Grevesse and Noels (1993). All three of the keywords old solar 84 must appear.

GASS10 will use solar abundances from Grevesse et al. (2010). The abundances are listed in Table 7.4 .
The command must appear as abundances GASS10.

The ISM O abundance was changed from 5.01 to 3.19 x 10~* in version 95.
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Table 7.3: Old Solar Composition

Solar

1 H  Hydrogen 1 0.00 12.00
2 He Helium 0.1 —1.00 11.00
3 Li Lithium 2.04E-09 -8.69 3.31
4 Be Beryllium 2.63E-11 —10.58 1.42
5 B Boron 7.59E-10 —9.12  2.88
6 C  Carbon 3.55E-04 —-3.45 8.55
7 N  Nitrogen 9.33E-05 —-4.03 797
8 O Oxygen 7.41E-04 -3.13 8.87
9 F Fluorine 3.02E-08 —7.52 4.48
10 Ne Neon 1.17E-04 —-3.93 8.07
11 Na Sodium 2.06E-06 —5.69 6.31
12 Mg Magnesium 3.80E-05 —4.42 7.58
13 Al Aluminium 2.95E-06 —-5.53 6.47
14 Si  Silicon 3.55E-05 —4.44 7.55
15 P Phosphorus  3.73E-07 —-6.43  5.57
16 S Sulphur 1.62E-05 —4.79 7.21
17 Cl  Chlorine 1.88E-07 —6.73 5.27
18 Ar Argon 398E-06 —5.40 6.60
19 K  Potassium  1.35E-07 —6.87 5.13
20 Ca Calcicum 2.29E-06 —-5.64 6.36
21 Sc  Scandium  1.58E-09 —-8.80 3.20
22 Ti  Titanium 1.10E-07 —6.96 5.04
23 'V Vanadium  1.05E-08 —-7.98 4.02
24 Cr Chromium 4.84E-07 —6.32 5.68
25 Mn Manganese 3.42E-07 —647 5.53
26 Fe Iron 3.24E-05 —-449 751
27 Co Cobalt 8.32E-08 —7.08 4.92
28 Ni  Nickel 1.76E-06 —5.75 6.25
29 Cu Copper 1.87E-08 —7.73 4.27
30 Zn Zinc 4.52E-08 —7.34 4.66
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Table 7.4: 2010 Solar Composition

Solar

1 H 1 0 12
2 He 8.51E-02 -1.07 10.93
3 Li 1.12E-11 -1095 1.05
4 Be 240E-11 -10.62 1.38
5 B 5.01E-10 -9.3 2.7
6 C 2.69E-04 -3.57 8.43
7 N 6.76E-05 -4.17 7.83
8§ O 490E-04 -3.31 8.69
9 F 3.63E-08 -7.44 4.56
10 Ne 8.51E-05 -4.07 793
11 Na 1.74E-06 -5.76 6.24
12 Mg 398E-05 -4.4 7.6
13 Al 2.82E-06 -5.55 6.45
14 Si  3.24E-05 -4.49 7.51
15 P 2.57E-07 -6.59 541
16 S 1.32E-05 -4.88 7.12
17 ClI 3.16E-07 -6.5 5.5
18 Ar 2.51E-06 -5.6 6.4
19 K 1.07E-07 -697 5.03
20 Ca 2.19E-06 -5.66 6.34
21 Sc 141E-09 -885 3.15
22 Ti 891E-08 -7.05 4.95
23 'V 8.51E-09 -8.07 3.93
24 Cr 4.37E-07 -6.36 5.64
25 Mn 2.69E-07 -6.57 543
26 Fe 3.16E-05 -4.5 7.5
27 Co 9.77E-08 -7.01 4.99
28 Ni 1.66E-06 -5.78 6.22
29 Cu 1.55E-08 -7.81 4.19
30 Zn 3.63E-08 -7.44 4.56
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7.4.4 Grains, gas-phase depletions, and quantum heating

Certain elements, especially Si, Ca, Al, Mg, and Fe, are heavily depleted onto grains in the ISM. The
abundance sets specified by the h ii region, ISM, or planetary nebula keywords will include grains and the
gas-phase mixtures given in Table 7.2. The bottom line of the table lists the type of grains that are included
by default. These types are defined in the section on grains starting on page 67.

Grains can also be specified separately with the grains command. If you use the grains command to
specify another type of grains then you should include the keyword no grains on the abundances line to
prevent the default grains from also being used.

If you set the keyword no grains to not include the default grains and do not specify another set of grains
with the grains command then grains will not be included in the calculation but the depleted gas-phase
abundances will still be used.? This is, of course, not self-consistent.

Quantum or single-photon heating will be considered for all grain species where it will be important.
Quantum heating only affects the Wien tail of the grain thermal-emission spectrum. The no gheat option
on the abundances command will disable quantum heating.

Figure 7.1 compares the continuum predicted in the test case grains_gheat, a part of the code’s test
suite. Quantum heating is normally included and the no gheat option was used to disable it to make this
comparison.

7.4.5 Interactions between the abundances and grains commands

It is possible to include grain species with both the abundances command, described here, and with the
grains command. For simplicity you should only set the grain abundances only once. If you specify the
same grains more than one time you are asking for trouble. The rules for how these commands interact are
described elsewhere.

You should check that you have the expected grain abundances by looking at the list of grain abundances
given at the start of the calculation and at the value of Ay /Ny given at the end.

7.5 Abundances starburst, Z=10

This form of the abundances command interpolates on Fred Hamann’s grid of abundances for an evolving
starburst in a massive galactic core. The chemical evolution model is more fully described by Hamann and
Ferland (1993). This grid is model M5a of that paper. It uses a star formation rate and infall timescales very
close to, but slightly faster than, the “standard” elliptical model (see also Arimoto and Yoshii, 1987;
Matteucci and Greggio, 1986; Matteucci and Tornambe, 1987; Bica, 1988). Its IMF also has a slope very
similar to, but slightly steeper than (x = 1.0 instead of 1.1), that of the standard elliptical model. The main
difference is that the IMF has a lower mass cutoff at M = 2.5M instead of ~ 0.1M/ in the standard models.
This allows the gas to reach much higher metallicities before the gas is locked up in low-mass stellar
remnants.

The metallicity of the gas relative to solar appears on the line. It is interpreted as the log of the metallicity
if it is less than or equal to zero, and the linear metallicity if positive. The keywords log or linear will force
the number to be interpreted appropriately. The limits to the range of possible metallicities are 1073Z,, and
36Zun.

This command works by generating scale factors that multiply the current standard abundance. This is
solar by default. The command does not derive absolute abundances. If you change the abundances with a
second abundance command then the scale factors will multiply those new abundances.

2In versions 77 and before, the abundances of depleted elements were set to solar values when no grains was set.
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log(VF,) (erg cm? s?)

log(A) (Lm)

Figure 7.1: This figure shows the net emission computed by the test case grains_gheat. The
solid line includes quantum heating while the dashed line has disabled it. The emission lines have
been suppressed in this plot for clarity.
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The keyword trace will print the abundances of all elements as a function of metallicity between the full
1073Z,,, and 36Z,, limits. The code will then stop.

7.6 Element name [scale, abundance, off, log, table]

This sets the abundance of a particular element. The command has several keywords that change the
behavior of the command.

7.6.1 Element name scale

If the keyword scale appears then the number on the line is a scale factor multiplying the current abundance
of the element. The number is a linear scale factor if it is positive or if the linear keyword appears and it is
the log of the scale factor if the number is negative. If the key log appears (note the leading space) then the
scale factor is interpreted as a log irregardless of its sign.

7.6.2 Element name abundance

If abundance appears then the number is the absolute abundance of the element by number relative to
hydrogen. The number is the log of the abundance unless the linear keyword appears.

7.6.3 Element name ionization

This allows the ionization distribution of an element to be set. Each number is the ionization fraction,
n(A™%) /n(A), for successive stages of ionization. The code will scan off up to A+1 numbers, where A is the
atomic number of the element. If any numbers are negative then all are interpreted as logs of the ionization
fraction. If there are fewer than A+1 numbers then the missing stages of ionization are assumed to have
zero abundance.

The total density of all ions must add up to the total density of the element. The code imposes several
particle conservation rules to insure that mass is conserved. The density of the ions will be renormalized so
that the total abundance of the element is equal to the value specified by other commands.?

This command does not specify the chemical state. The H fraction can be set with the set H2 command.
Chemistry is disabled if you set the ionization distribution of an element that is part of the chemical
network. It will not be possible to obtain a chemical solution if the abundances of the atom and ions cannot
respond to changes in the chemistry.

All of this is unphysical and is only intended as a way to test the code.

7.6.4 Element name off

If the keyword off appears (note the leading space) then the element is not included in the calculation. The
ionization equilibrium, opacity, and cooling due to the element will not be computed. The abundance must
still be specified when the abundances command is used unless the element is excluded with the elements
read command.

The keyword on will include an element that was previously turned off in the same input stream.

3In versions CO8 and before this command did not confirm that the sum of the ionization fractions was unity. The
abundance of each stage of ionization was set to the product of the ionization fraction times the abundance set by other
commands. If the fractions did not add up to unity the effect was to change the total abundance of the element.
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You can save computer time if you turn an element off. This is especially true for third- and fourth-row
elements. These take longer to compute because of the large number of inner-shell electrons. They often
have negligible effects on the thermal and ionization structure because of their low abundances.

Memory for the species that are present is dynamically allocated when the code starts. When the code is
used to compute a large grid of models it is not possible to turn on an element that was turned off for the
first model since the needed memory does not exist. You can turn off an element in later models since the
element is simply not computed. In later calculations in a grid the code will ignore any attempt to turn on an
element that was initially turned off.

The chemical solution may become destabilized if an element that forms molecules is turned off. Do not
turn off elements that are part of the chemistry if the calculation extends into a PDR or molecular cloud.
The code will generate a warning if this is done.

Turning off an element with this command has other side effects. For instance, the following input
stream would produce unexpected results:

element zinc ionization -3 0 -4
init "ism.ini"
element zinc on

because the 1sm. ini file turns off zinc. This destroys the memory of the element zinc ionization
command, which sets the ionization of the element. So, when the element is turned back on with the
element zinc on command the ionization will be determined self consistently rather than set to the constant
values.

7.6.5 Element limit off -12

Elements with abundances that are smaller than the number on the line will be ignored. The number is the
log of the limiting abundance by number relative to hydrogen. This is an easy way to turn off elements that
have trivial abundances. Table 7.5 lists the elements in terms of decreasing abundance. The command

elements limit off -7

would cause all elements at Cobalt and above in Table 7.5 to be turned off.

7.6.6 Elements read

Normally CLOUDY expects the abundances entered with the abundances command to occur in exactly the
same order as the atomic numbers of the elements. These begin with helium and include all elements
through zinc. The elements read command makes it possible to change this order or to leave certain
elements out entirely. The command begins with the line elements read, follows with a list of elements,
and ends with a line beginning with the keyword end.

This order will be used for all abundances commands that follow this command. If an element does not
occur in the list then its value cannot be set by an abundances command. This does not turn an element off
- this is done with the element name off command.

The following example shows an input stream that changes the abundances command so that it behaves
more like version 84 of the code. Only the elements in the list were present in that version. The elements
read command sets the elements that will be entered then the missing elements are turned off with the
element off command.

elements read
helium
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Table 7.5: Solar composition sorted by abundance

A Symbol Name log n(x)/n(H)
4 Be Beryllium  -10.58
5 B Boron -9.21
21 Sc Scandium -8.83
3 Li Lithium -8.69
23 'V Vanadium  -8.00
29 Cu Copper -71.79
9 F Fluorine -7.52
30 Zn Zinc -7.40
27 Co Cobalt -7.08
22 Ti Titanium -6.98
19 K Potassium  -6.88
17 ClI Chlorine -6.72
25 Mn Manganese -6.54
15 P Phosphorus -6.50
24 Cr Chromium -6.33
28 Ni Nickel -5.75
11 Na Sodium -5.67
20 Ca Calcium -5.64
18 Ar Argon -5.60
13 Al Aluminium -5.53
16 S Sulphur -4.74
26 Fe Iron -4.55
12 Mg Magnesium -4.46
14 Si Silicon -4.46
7 N Nitrogen -4.07
10 Ne Neon -4.00
6 C Carbon -3.61
8§ O Oxygen -3.31
2 He Helium -1.00
1 H Hydrogen  0.00
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carbon

nitrogen

oxygen

neon

sodium

magnesium

aluminum

silicon

sulphur

argon

calcium

iron

nickel

end of elements

c

element Lithium off
element Beryllium off
element Boron off
element Fluorine off
element Phosphor off
element Chlorine off
element Potassium off
element Scandium off
element Titanium off
element Vanadium off
element Chromium off
element Manganese off
element Cobalt off
element Copper off
element Zinc off

In summary: Turning an element off with the element off command does not remove that element from
the list of abundances entered with the abundances command. Leaving an element out of this list with the
elements read command does not turn off that element.

7.6.7 Element name table

If the keyword table appears on the elements command then the code will read in a list of
position-dependent abundances for a particular element. This might, for instance, be used to model variable
depletions. The following is an example.

element carbon table depth

-30 -4
3 -4
5 -3
7 =2
9 -1

end of table

The first number on each line is the log of the radius (the default) or depth (if the keyword depth also
appears on the element line). The second number is the log of the abundance of the element at that point,
by number relative to hydrogen. The table ends with a line starting with the keyword end. Up to 500 pairs
may be entered. This command always specifies the absolute abundance and not the scale factor.
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The chemical composition printed at the start of the calculation is always the composition at the
illuminated face of the cloud. If the table gives composition as a function of radius then the composition
will be evaluated at the inner radius of the cloud. If the table gives the composition as a function of depth
then the composition will be evaluated as a depth of 1073° cm. The table must extend to this depth as in the
example above.

7.7 Fluctuations abundances, period, max, min, phase

This makes the metallicity vary with radius as a sine wave. This is designed to investigate the effects of
chemical inhomogeneities upon the emission-line spectrum and was implemented to search for solutions to
the % problem (Kingdon and Ferland, 1995).

The first number is the log of the period P of the sine wave in centimeters. The second two numbers are
the logs of the largest and smallest metallicities over the sine wave and have the same effect as the metals
scaling factor entered with the metals command.

The fluctuations command is more fully described in the description of the density version.

7.8 Grains

This command controls how grains are included in the calculation. They are not included by default. Grains
are included in the compositions set by some abundances commands (see Table 7.2 above). Grain physics
was oroginally developed in collaboration with Peter van Hoof, Peter G. Martin, and Joe Weingartner, Peter
van Hoof did the majority of the coding, and he is the maintainer of the code. Reviews are given by Spitzer
(1948, 1978), and Martin (1978). Baldwin et al. (1991), Weingartner and Draine (2001b), van Hoof et al.
(2004) and Weingartner et al. (2006) describe the theory incorporated in the code.

The save grain commands produce output giving details about the grains. Some details of the grain
physics can be adjusted with the no grain ... family of commands. The compile grains command (page
218 below) is used to create new grain opacity files, or to recompile them if the code’s energy mesh is
changed.

7.8.1 Using the built-in grain types

The grain types summarized in Table 7.6 are included in the code’s data files. The table gives the grain
material, its size distribution, and the name of the grain opacity file that it uses. In most cases these will be
sufficient - nothing more needs to be done to set up the grains.

Grains are composed of elements that are condensed from the gas phase. It would be inconsistent to
assume solar abundances for all elements and also include grains. In reality certain elements, especially Ca,
Al, Ti, and Fe, are strongly depleted from the gas phase in the ISM and are believed to be present as grains.
The metals deplete command can be used to deplete elements that are included in grains.

Several of the standard abundance sets that are specified with the abundances command include grains.
The elements which make up the grains are depleted from the gas phase in these abundance sets. Elements
are not depleted in sets that do not include grains by default.

e grains ISM specifies grains with a size distribution and abundance appropriate for the ISM of our
galaxy. This includes both a graphitic and silicate component and generally reproduces the observed
overall extinction properties for a ratio of extinction per reddening of Ry = A, /E(B—V) =3.1. This
is the default and will be used if no keywords occur on the grains command. If either keyword
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Table 7.6: Standard Grain Types

Keyword Filename Type Size distribution
graphite_0m010.opc Graphite Single 0.01 um
graphite_Om100.opc Graphite Single 0.1 um
graphite_1m000.opc Graphite Single 1 um

ISM single graphite  graphite_ism 01l.opc Graphite Unresolved ISM

ISM graphite graphite_ism_10.opc Graphite ISM, 10 bins

Orion single graphite graphite_orion_01.opc Graphite Unresolved Orion

Orion graphite graphite_ orion_10.opc Graphite Orion, 10 bins

grey single grey-ism_0l.opc Grey Unresolved ISM

grey grey_-ism_10.opc Grey ISM, 10 bins

PAH single pahl_ab08_01.opc PAH Unresolved AB08

PAH pahl_ab08_10.o0pc PAH ABO8, 10 bins
pahl_c120.opc PAH 120 C atoms
pahl_cl5.opc PAH 15 C atoms
silicate_Om010.opc Silicate  Single 0.01 um
silicate_Oml100.opc Silicate  Single 0.1 um
silicate_1m000.opc Silicate ~ Single 1 um

ISM single silicate silicate_ism.01l.opc Silicate  Unresolved ISM

ISM silicate silicate_ism_10.opc Silicate  ISM, 10 bins

Orion single silicate  silicate_orion_0l.opc Silicate  Unresolved Orion

Orion silicate silicate_orion_10.opc Silicate  Orion, 10 bins
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graphite or silicate also appears then only that grain type is included. Both species are included if
neither keyword appears.

e grains Orion specifies graphitic and silicate grains with a size distribution and abundance
appropriate for those along the line of sight to the Trapezium stars in Orion. The Orion size
distribution is deficient in small particles and so produces the relatively grey extinction observed in
Orion (Baldwin et al., 1991). If either keyword graphite or silicate appears then only that grain type
is included. Both species are included if neither keyword appears.

e grains PAH turns on PAHs. See page 71 below for more details.

Grain abundances An optional scale factor on the command line changes the grain abundance relative to
its default value. If the keyword log appears or if the number is less than or equal to zero then the number is
the log of the scale factor. It is the linear factor if the keyword linear appears or if no keyword appears and
the number is positive.

It is also possible to change the abundances of the grains with the metals grains command. The metals
command scales the abundances of all elements more massive than helium by a scale factor. If the keyword
grains occurs then the grain abundance will also be scaled up or down. This would keep the grains to
metals abundance ratio constant.

The following example uses ISM gas-phase abundances, Orion silicates with dust to gas ratio twice the
default value, and ISM graphite with default ISM abundances.

// use ISM abundances but DO NOT include ISM default grains
abundances ISM no grains

// Orion silicate with twice the Orion abundance

grains Orion silicate 2

// ism graphite with ISM dust to gas ratio

grains ISM graphite

The default H 1T region grain abundances are close to the ISM value. Planetary nebula grain abundances are
quite uncertain. Clegg and Harrington (1989) find dust-to-gas ratios below the ISM value, while Borkowski
and Harrington (1991) find a dust-to-gas ratio an order of magnitude above ISM in a hydrogen-deficient
planetary nebula. Mallik and Peimbert (1988) find dust-to-gas ratios roughly equal to the ISM in a sample
of PNs. Stasifiska and Szczerba (1999) discuss properties of a sample of PNe. In view of this scatter the
grain abundance of PNe should probably be treated as a free parameter.

Size resolved or averaged grains Grains in the ISM have a broad range of sizes, often described by a
power-law distribution (Mathis et al., 1977). By default the grains will be resolved into ten size bins. If the
keyword single appears then the grains will have properties determined by averaging over the entire size
range. If the keyword distribution appears then the code will resolve the size distribution. This is the
default and will be used if no keyword appears. The single option may save some machine time but will
give a less realistic representation of the grain physics. This is because many grain properties such as
temperature and charge depend strongly on the size. In particular, the photoelectric heating of the gas can
be underestimated if the single mean grain is used.

7.8.2 Interactions between abundances and grains commands

Be careful when specifying grains with more than one grains command or with both the abundances and
grains commands. The order in which the commands appear in the input stream does make a difference.
These commands have the following precedence:
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¢ An abundance command will override all grains set with a previous abundances command. So with
the following pair

abundances ism
abundances old solar 84

ISM grains stay in place since grains are not included in the old solar mixture.

abundances ism
abundances orion

only Orion grains will be included

e An abundances command will NOT override any grains set with a previous grains command. It will
not add any grains either. Instead it will implicitly behave as if the option no grains was given on the
abundances command.

grains orion
abundances ism

only Orion grains are included

e A grains command given after an abundances command or another grains command will add to
those already included, even if it would cause the same set of grains to be included twice. A warning
will be printed if the latter occurs. For instance, the following would add the ISM grains twice and
generate a warning;

abundances ism
grains ism

e An abundance command that does not set any grains will not override any grains set with a previous
abundances command.

The following would result in the Orion gas-phase composition but ISM grains

abundances Orion no grains
grains ism

The following will use ISM grains and Orion abundances, but will not include Orion grains since the
abundances command comes after the grains command;

grains ism
abundances Orion

The order is swapped in the following. This results in Orion gas-phase abundances and both ISM and Orion
grains

abundances Orion
grains ism

To avoid confusion it is best to only specify grains with only the abundances command or by including the
no grains option on the abundances command and then including explicit grains commands. In any case,
be sure to check the resulting output to verify that things are set properly.



7.8. GRAINS 71

7.8.3 Creating your own grain types

New types of grains may be introduced by first generating data files that specify the size distribution and
refractive indices for the full energy range considered by the code. These are then converted to opacities
with the compile grains command. The process is described further where the compile grains command is
discussed. The result is a new “. opc” file.

The code will read an opacity file whenever a double quote (”’) occurs anywhere on the command line. If
a double quote is found then the code will look for the name between a pair of quotes, as in
“special.opc”, and will stop if the file cannot be found or if the second quote is missing. If the file
exists then this grain species will be included. So don’t place a quote on the grains command unless there
is a pair of quotes surrounding a filename since the code will stop. The contents of that file will determine
whether the calculations are size-resolved or not, irrespective of the keywords distribution or single.

7.8.4 PAHSs

PAH’s are not included by default but are added with the PAH option on the grains command. A detailed
treatment of the physics of PAH’s is implemented, including photoelectric heating and collisional processes
as discussed by Weingartner and Draine (2001a), and stochastic heating effects following Guhathakurta and
Draine (1989). A power-law distribution of PAH sizes with 10 size bins (Abel et al., 2008, hereafter ABOS),
and two single-sized PAH’s, are included in the downloaded data files. ABOS is the default and will be used
if no further options occur on the command line. If the keyword single also appears then an unresolved size
distribution with their mean properties is used.

The PAH opacity functions were derived by Kevin Volk from a variety of sources. The original opacity
function is from Desert et al. (1990) and Schutte et al. (1993). Kevin adapted the opacities from these papers
to agree with the infrared plateaus seen in the Orion Bar (Bregman et al., 1989). The optical/far-UV opacity
values have a gradual change to atomic cross sections so that you get the correct X-ray cross sections.

The command grains PAH C15 will include a single small PAH with 15 carbon atoms per molecule,
with an abundance relative to hydrogen of n(PAH) /n(H,,;) = 1.986 x 107, corresponding to
n(C)/n(Hyp) = 2.979 x 10~°. The command grains PAH C120 will include a large PAH with 120 carbon
atoms per molecule and an abundance relative to hydrogen of n(PAH) /n(H,,;) = 2.483 x 1073, also
corresponding to n(C)/n(Hy ) = 2.979 x 1075.

PAHSs appear to exist mainly at the interface between the H region and the molecular clouds.
Apparently PAHs are destroyed in ionized gas (Sellgren et al., 1990, AGN3 section 8.5) by ionizing photons
and by collisions with ions (mainly H) and may be depleted into larger grains in molecular regions. By
default the code assumes that the PAH abundance scales with the ratio n(H®) /n(H) although this can be
changed. This produces very few grains in ionized and fully molecular gas, but the PAHs will have their
default abundance when the gas is atomic. This is consistent with Sellgren’s observations of the Orion Bar.

The set PAH command makes it possible to specify several other laws describing how PAH abundances
depend on physical conditions. Note that if PAHs are present in predominantly molecular gas then they will
soak up nearly all of the free electrons. This has major effects on the predictions of the chemistry network.

7.8.5 Variable grain abundances

The function option on the grains command makes it possible to vary the abundance of any grain species
across a cloud. (The abundances command does not have the function option.) This option works by
setting the local abundance of a grain species to the product of the intrinsic abundance and the value
returned by the function GrnVryDpth. That routine can be modified by the user to specify a scale factor that
might depend on other physical conditions or location. Alternatively, you can supply the keywords
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function sublimation which will turn on a predefined grain abundance function that mimics the effects of
grain sublimation. It will steeply lower the grain abundance when the grain temperature is above the
sublimation temperature for a given grain bin. The function that is used is as follows:

T, \’
Ag=exp |— oy .

All the other multipliers for the grain abundance are still in effect when the keyword function is used.
This means that the abundance multiplier supplied with the grains command is also included, as well as the
factor supplied in the metals grains command. So the abundance of the grain is given by the default
abundance multiplied with the two numbers mentioned here times whatever the grain abundance function
returns.

If the grains command sets the abundance of a single grain species then the function option will only
apply to that particular species. If the option occurs on a grains command that specifies more than one
species of grains (as in the ISM keyword) then all species enabled by that command are affected. This is
probably unphysical since small grains are easier to destroy than large grains. However, it is possible to
define a different behavior of the grain abundance in routine GrnVryDpth for each individual grain size bin.

The code does not attempt to conserve the mass of the grain constituents. The gas-phase abundances are
not automatically changed where the grain abundances are changed. This can be done by entering
abundances with a depth-dependent table of abundances using the elements read command.

7.8.6 Line intensities with grains

Two sets of line intensities, the intrinsic and emergent spectra, are included in the main output. These differ
in how the effects of extinction by continuous opacity source, especially, are treated. In general, the
observed spectrum of an emission-line region containing dust depends on the geometry and the viewing
angle.

The intrinsic spectrum: This is the spectrum produced within the cloud and does not include effects of
dust that lies outside the line-forming region. Photon destruction by all background opacity sources
(including grains) are always fully treated (i.e., Hummer, 1968, Kalkofen, W., 1987), and the predicted
intrinsic intensities always includes this destruction. These intensities do not include the reddening effects
of any grains or other opacity sources that lie outside the line-forming region. For instance, this would not
include the effects of grains in the PDR that lies outside the HT region.

The emergent spectrum: In an open geometry this would be the spectrum if the geometry were observed
from the illuminated face of the cloud. In this case it assumes that the ionized gas has a large molecular
cloud behind the shielded face of the ionized gas and the effects of reflection from the molecular cloud are
included. The emergent line intensities include contributions from absorption by grains, and reflection off
the molecular cloud. In a closed geometry this would be the spectrum observed from outside the
emission-line regions, looking through the cloud from its outermost layers.

It can be shown that the reddening or extinction across a photoionized H* layer will always be small in
the optical or IR (AGN3). Any reddening that does occur must happen in clouds outside the H™ region. The
effects of grains external to the emission-line region are very geometry dependent. One approach is to
correct the observed spectrum for reddening to obtain an intrinsic spectrum, and to then compare this
intrinsic spectrum with that computed by the code.

These issues are discussed further in the section Line intensities in a dusty open geometry, in the chapter
Observed Quantities, in Part 2 of HAZY.
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7.8.7 Extinction for point and extended sources

Grain extinction is given by the cross section [cm?] per H nucleon: ¢ = k/n(H), where & [cm™!] is the
opacity due to grains and n(H) [cm_3] is the local density of H in all forms. The opacity includes both
absorption and scattering. The scattering opacity depends on the geometry of the absorbing cloud, as
described next and in AGN3 section 7.3.

Light scattering off grains is not isotropic. The angular dependence is often approximated by the
Henyey-Greenstein function. The scattering theory predicts the fraction of scatterings, given by the grain
asymmetry factor g, that are “forward scattering”, that is, change the direction of the scattered photon by
less than 90 degrees (i.e. into the forward 27 sr). The asymmetry parameter g is defined as the average
value of cos(8), where 0 is the angle between incident and scattered photon. So for isotropic scattering
g = 0, while for strongly forward scattering, g will be close to 1.

Rather than the total scattering cross section oy, an effective scattering cross section Gy, = (05(1 — g)
contributes to extinction for extended sources. This discounts light scattered into the forward 27 sr. The
asymmetry parameter g approaches unity at high energies, so that oy.,; becomes much less than o,,. For
an extended source such as a diffuse cloud the loss of photons by small-angle scattering will be
compensated by a similar gain of photons from rays that are nearly parallel, so that total opacity is
Oups + O5(1 — g). This is referred to as extended source extinction and would apply to a resolved H 11
region like the Orion Nebula.

For a point source such as a star even a small deflection of starlight by forward scattering removes light
from the ray and so counts as extinction. In this case the total grain opacity is simply 0,5 + 0. This is
referred to as the point source extinction and is the quantity measured in extinction studies of stars.

The code keeps track of both measures of extinction since a beam of light passing through an H 1I region
is attenuated by the extended extinction while the observational stellar literature will quote a point source
extinction.

7.8.8 Grains-related commands

A group of no grain commands turn off various physical processes.
There are several save commands that will output predicted properties of the grains.

save grains This command will give some additional information about the grain properties.
save continuum This produces files that include the infrared continuum emitted by the gas and grains.

grain no heating or no cooling The keyword no heating on the grains command will turn off heating of
the gas by grain photoelectric emissions. The keyword no cooling will turn off all forms of cooling
of the gas by collisions with the grains. Either violates energy conservation, of course.

grains no reevaluate The no reevaluate option on the grains command will speed up a calculation by not
continuously reevaluating grain quantities. Roughly a 30% speedup can be achieved. This is
potentially dangerous and can destabilize a solution and/or lead to wrong results. It should be used
under certain experimental circumstances and not in a true simulation of a cloud.

set nchrg The grain charge distribution is resolved into the number of discrete integral charge states set by
the set nchrg command. The default is two charge states. The population of each of charge state is
determined self-consistently by solving the grain ionization-recombination balance equations as
described in van Hoof et al. (2004).
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Forcing quantum heating on or off By default, quantum (also called “stochastic” or “single-photon”)
heating is included for size-resolved species when it is significant. Guhathakurta and Draine (1989)
describe the formalism used here. The method was originally implemented by Kevin Volk and
subsequently revised and generalized by Peter van Hoof. This is considered for all species except for
the unresolved size distributions. To save time quantum heating is only treated when the grain
cooling time is sufficiently short compared with the time between heating events. Quantum heating
is considered for a given size bin if the ratio of the volume of the largest and the smallest grain in that
particular bin is less than 100. This means that quantum heating is considered for all of our resolved
distributions, as well as all single-sized grains, but not for unresolved distributions (except the
unresolved ABO8 distribution, where it is used by default).

In the zone printout an asterisk will appear next to the name of a grain if quantum heating is
important.

The keyword gheat will force quantum heating to always be considered for species where it is
important. This is the default for all resolved size distributions so this keyword is not needed. The
keyword no gheat will disable quantum heating for an individual grains command. Grain species
with quantum heating enabled and disabled can be mixed.

Quantum heating can be turned off for all species with the no grain gheat command described
below.

7.8.9 Effects of grains

Grains have several effects on interstellar gas (see AGN3, Chapter 7). Refractory elements are depleted
from the gas phase, thus removing coolants from the gas (Kingdon et al., 1995c¢). Grains absorb the incident
continuum and reradiate an infrared continuum (Bottorff et al., 1998). Higher-energy photons ionize the
grains, establishing a net charge, and so affect the charge balance of the gas (Baldwin et al., 1991).
Photoejection of electrons following absorption of a UV photon heats the gas. Grains surfaces are sites of
important chemical reactions, atomic/ion charge transfer, and molecular freeze-out when temperatures
become low. Grains are a net sink of free electrons in fully molecular regions—this greatly influences PDR
models. Several processes partially couple the temperatures of the gas and dust (van Hoof et al., 2004).

The heating and cooling of the grains and gas are done self-consistently. Grains are heated by direct
absorption of the incident continuum, by the line and continuum emission within the cloud, and by gas
collisions. Grains cool by collisions with the gas, the thermionic effect, and by radiation. The balance
between heating and cooling establishes the temperature for each grain size and type. Grains affect the gas
temperature by heating, mainly by the grain photoelectric effect and the thermionic effect, and by cooling,
mainly by free-particle capture onto the grain surface.

7.8.10 Grain-related quantities that are printed

Several quantities related to the grain properties are reported.

The chemical composition is reported as the calculation starts. This includes a block giving the
abundances of the elements that are incorporated in grains. If the grain abundance varies with depth then
this is for the conditions at the illuminated face. A typical printout appears as follows:

Grain Chemical Composition
C : -4.1243 0O : -4.2374 Mg: -4.8394 Si: -4.8394 Fe: -4.8394

Number of grains per hydrogen
Carbonaceous: -7.144 Silicate: -7.418
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After the calculation is complete there is a summary of some properties of the grains:

Average Grain Properties (over radius):
sil-a0slm0lx sil-a0slm02x sil-a0slm03* sil-a0slm04% sil-a0slm05% sil-a0slm06* sil-a0slm07+ sil-a0slm08x% sil-a0slm09+ sil-a0slmlO

nd: 0 1 2 3 4 5 6 7 8 9
<Tgr>: 1.031le+02 9.156e+01 8.352e+01 7.854e+01 7.647e+01 7.556e+01 7.017e+01 6.218e+01 5.472e+01 4.989%e+01
<Vel>: 1.620e+01 2.530e+02 5.102e+02 1.008e+03 1.908e+03 3.188e+03 4.218e+03 4.802e+03 5.183e+03 5.381e+03
<Pot>: 9.085e-01 -3.674e-01 -9.865e-01 -1.049e+00 -8.803e-01 -6.611e-01 =7.209e-01 -9.144e-01 -1.055e+00 -1.116e+00
<D/G>: 2.014e-05 2.969e-05 4.379e-05 6.464e-05 9.554e-05 1.416e-04 2.112e-04 3.186e-04 4.913e-04 3.264e-04

gra-alglm0l+ gra-a0glm02* gra-aO0glm03x gra-a0glm04x gra-alglm05+ gra-alglm06* gra-aO0glm07x gra-a0glm08x gra-alglm09 gra-alglml0

nd: 10 11 12 13 14 15 16 17 18 19
<Tgr>: 1.207e+02 9.886e+01 8.591e+01 8.088e+01 8.047e+01 7.164e+01 5.921e+01 4.733e+01 3.644e+01 3.030e+01
<Vel>: 2.500e+01 3.807e+02 9.346e+02 2.205e+03 4.155e+03 5.682e+03 6.422e+03 5.650e+03 5.099%e+03 4.990e+03
<Pot>: 8.393e-01 -7.959%e-01 -1.138e+00 -1.019e+00 -7.800e-01 -9.040e-01 -1.116e+00 -1.224e+00 -1.263e+00 -1.273e+00
<D/G>: 3.396e-05 3.691e-05 4.021e-05 4.401e-05 4.874e-05 5.554e-05 6.739e-05 9.234e-05 1.458e-04 6.589e-05

Dust to gas ratio (by mass): 2.374e-03, A(V)/N(H) (pnt):1.296e-022, (ext):8.245e-023, R:3.247e+000 AV (ext):7.158e-003 (pnt):1.125e-002

Finally, the save grain abundances command give the abundances as a function of depth.

7.9 Metals 0.05 [log, linear, grains; deplete]

This command multiplies the abundances of the entire mixture of metals (elements heavier than helium) by
the scale factor entered on the line. This is useful when the effects of global enrichments or depletions of
the elements are to be investigated. If the number is less than or equal to zero it is assumed to be the log of
the scale factor and the linear scale factor if it is positive. The linear and log keywords force that
interpretation of the number.

Combinations such as

abundances planetary nebula
metals 3

or

metals 3
abundances planetary nebula

would multiply the planetary nebula gas-phase abundances by three,* while

metals —-10

would multiply the default solar mixture by 10710,

7.9.1 Scaling grains and metals together

It seems likely that the grain to hydrogen ratio scales with the total gas-phase metallicity. The optional
keyword grains on the metals command causes the grain abundance to also be scaled by the factor on the
line. The basic assumption is that the grain to metals ratio does not depend on metallicity while the grain to
gas (hydrogen) ratio depends linearly on the metallicity. It is still necessary to include grains with either the
grains command or by specifying a chemical composition that contains grains (with the abundances
command). The scale factor that appears on the metals command will further multiply the grain abundance
specified on the grains command. That is, the combination

grains 0.5
metals and grains 0.5

4Limits to the ordering of the abundances and metals commands existed before version 72 but have been lifted.



76 CHAPTER 7. CHEMICAL COMPOSITION

(in any order) will result in a grain abundance that is a quarter of the default and a metallicity that is half of
solar.

In the following example the ISM gas phase and grain abundances are each increased by a factor of two
over their default values;

abundances ISM
metals and grains 2

7.9.2 Metals deplete—gas-phase depletion factors

It is possible to alter an existing set of abundances by depletion onto grains. In the ISM the observed
depletion is a function of the gas density (Spitzer, 1985 models this), so there is not really a universal
depletion pattern. A set of scale factors that are roughly those appropriate for relatively dense ISM gas

(~ 1cm™?) is built into the code. Table 7.7 lists the depletions that will be assumed if the keyword deplete
occurs on the metals command but no numbers are on the line. These are loosely based on the depletions
listed by Jenkins (1987) and Cowie and Songaila (1986). This table is obviously incomplete and I would
appreciate learning of better references.

This command can be combined with commands that specify abundances and the grains command to
specify an arbitrary set of grain and gas-phase abundances. Specifying grains by themselves (with the
grains command) does not change the gas-phase abundances, which is not self-consistent. The code will
complain if you do this, but still perform the simulation.

The following is an example of using the nova abundance mixture, depleting it with this command, and
then setting ISM grains.

abundances nova
metals deplete
grains

These commands do not attempt to conserve mass. In particular, the grain mass will be less than the mass
of depleted heavy elements because the nova mixture has enhanced CNO, while the ISM grains have only a
corresponding solar depletion of missing material (see, however, Snow and Witt, 1996, who show that even
this is not true).
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Table 7.7: Depletions

Depl Reference
He 1.00 noble gas
Li 0.16 White, 1986
Be 0.6 York et al., 1982
B 0.13 Federman et al., 1993
C 04
N 1.
O 06
F 0.3 Snow and York, 1981
Ne 1.0 noble gas
Na 0.2
Mg 0.2
Al 0.01
Si  0.03
P 0.25 Cardelli et al., 1991
S 1.0
Cl 04
Ar 1.0 noble gas
K 0.3 Chaffee and White, 1982
Ca 1(4)
Sc 5(-3) Snow and Dodgen, 1980
Ti  8(-3) Crinklaw et al., 1994
V  6(-3) Cardelli, 1994
Cr 6(-3) Cardellietal., 1991
Mn 5(-2) Cardellietal., 1991
Fe 1(-2)
Co 1(-2)
Ni 1(-2)
Cu 0.1 Cardelli et al., 1991
Zn 0.25 Cardellietal., 1991
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Chapter 8
DENSITY LAWS

8.1 Overview

Hydrogen plays a fundamental role in any astrophysical plasma because of its large abundance. As a result
the hydrogen density [cm ™3] is a fundamental parameter. Commands that specify how the hydrogen density
is set, and how it changes with radius or depth, are described in this section. Constant density is the default.
In this case the total hydrogen density (the sum of the protons in atomic, ionic, and molecular form, given
by the command hden) is kept constant. Many other density or pressure distributions can also be computed.
A cloud can be isobaric, maintain constant pressure, if the timescale for changes, for instance in the
continuum source or the cooling time, is short compared with the dynamical or sound-crossing time #,

=21 8.1)

Cs

where Ar is the cloud thickness and c; is the sound speed (AGN3 eq 6.25)

¢ = < VT )2 [cms™!]. (8.2)

Homy

8.2 Constant density, pressure, gas pressure

This command specifies how the density changes across the cloud. The hden command usually specifies
the initial hydrogen density. Several commands determine how the density changes with radius. These are
described next.

8.2.1 Constant density
This is the default. The hydrogen density, the sum

n(H)=n (HO) +n (H+) +2n(Hy) + Z n(Hyper) [Cm73] (8.3)

other

is kept constant. This is not quite an isochoric density law because the total particle density is not
constant—the electron and molecular fractions can vary with depth. I prefer this type of model because the
homology relations with the ionization parameter (Davidson, 1977) are preserved. The hydrogen nucleon
density is set with the hden command.

79
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8.2.2 Constant gas pressure [index = —1.1]

An isobaric density law is specified with this command. The gas pressure
Pgas = My oik T, [dyne Cm_z] (84)

where n,,, is the total particle density [em 3], is kept constant. The optional index ¢ can be any value,
positive or negative, and will force the pressure to change as a power-law of the radius;

Pyus(r) =P,y (r) [dynecm 2] 8.5)

ro

where F, is the pressure at the illuminated face of the cloud.

8.2.3 Constant pressure [no continuum, no abort]

This holds the total pressure constant. This includes ram, magnetic, turbulent, particle, and radiation
pressure. The equation of state, the relation between gas density, pressure, and temperature, is given by

Ptot(r) = Ptaz(”o)vaamdpdr-i-ngd”

dynecm 2 8.6
= Pgas+Pram+Pturb+Pmag+Plines+APrad+APgmv [ Y ] ( )

where a,,4 is the radiative acceleration [cm s~2] due to the attenuated incident continuum, g is the
(negative) gravitational acceleration [cm s~2], and p is the gas density [gm cm3].

Pgus = ny0:kT, is the thermal gas pressure. The ram pressure is Py, = pufm 4> Where u,,,4 1s the flow
velocity. This is only present for a wind geometry. The turbulent pressure is P, = P utzurb /2, where uy,p is
the turbulent velocity set with the turbulence command. The magnetic pressure is Pyqq = B? /87, where
the magnetic field B is set with the magnetic field command. Both magnetic and turbulent pressures are
zero by default. If either dominates the total pressure then the density will be nearly constant.

Pjines 1s the nearly isotropic radiation pressure due to trapped emission lines (Ferland and Elitzur, 1984,
and Elitzur and Ferland, 1986). CLOUDY will stop if the internal line radiation pressure builds up to more
than half of the total pressure since such clouds would be unstable unless they are self-gravitating (Elitzur
and Ferland, 1986). It is necessary to do at least a second iteration when radiation pressure is important
since the total line optical depths must be known to compute line widths and level populations reliably. If
more than one iteration is done then the radiation pressure will not be allowed to exceed the gas pressure on
any except the last iteration. If the option no abort appears on the command line the code will never stop
because of excessive radiation pressure. The radiation pressure is still computed and the simulation will
probably become unstable when Pjjes > Pygs.

When the outward force due to the attenuation of the incident radiation field and the inward force of
gravity are balanced by the pressure gradient, the cloud will be in hydrostatic equilibrium Ascasibar and
Diaz, 2010). The required change to the total pressure is given by the integrals and referred to as AP,,; and
APq;qy, respectively. The no continuum option will turn off the AP,,4 term. Gravity must be turned on
separately using the gravity command described below.

8.2.4 Constant pressure set 6.5

The set option specifies the initial pressure. A number, the log of the pressure in ISM »T units (K cm™>),
must appear.

An initial gas density must still be specified with one of the commands in this Chapter. This command
works by first solving for the equilibrium temperature at the density that was specified. The density is then
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changed, using a Newton-method solver, to have the pressure match that specified. The solver will raise or
lower the density assuming that pressure and density are directly related to one another.

There are possible ambiguities in this solution since the same pressure can sometimes be achieved with
more than one density. This is the well-known three-phase stability phenomenon (Field et al., 1969).

8.2.5 Constant pressure timescale = 2.3e9 s, alpha=-1

The pressure changes as a function of time. It is given by

t

Py(t) = Py(to) <1 + ) ) [dyne cm 2] (8.7)

scale

The timescale fcqpe is the first number on the line and the power-law index « is the second. Here P, (%, ) is
the static pressure evaluated at the illuminated face of the cloud.

8.2.6 The reset option

This changes the behavior of the constant pressure command. By default the gas pressure in the first zone
is derived from the specified hydrogen density and the resulting kinetic temperature. The hydrogen density
is the fundamental quantity. In later iterations the initial hydrogen density is kept constant but the kinetic
temperature may change as details of the line radiative transfer change. The resulting gas pressure, < nT,
may not have exactly the same value on successive iterations. The total pressure in constant pressure clouds
will change slightly as a result. The change in the pressure is small, typically only a few percent.

The reset option tells the code to keep the total pressure at the illuminated face constant, from iteration to
iteration, rather than the hydrogen density. The reset option works by allowing the gas density to change to
try to match the total pressure found in previous iterations.

This changes the behavior of the constant pressure command. By default the gas pressure in the first
zone is derived from the specified hydrogen density and the resulting kinetic temperature. The hydrogen
density is the fundamental quantity. In later iterations the initial hydrogen density is kept constant but the
kinetic temperature may change as details of the line radiative transfer change. The resulting gas pressure,
o< nT, may not have exactly the same value on successive iterations. The total pressure in constant pressure
clouds will change slightly as a result. The change in the pressure is small, typically only a few percent.

The reset option tells the code to keep the total pressure at the illuminated face constant, from iteration to
iteration, rather than the hydrogen density. The reset option works by allowing the gas density to change to
try to match the total pressure found in previous iterations.

8.3 Gravity [options]
The gravity command tells the code to balance the gravitational acceleration by varying the total pressure

as described in Ascasibar and Diaz, 2010.

8.3.1 Gravity [spherical, plane-parallel]

One of the keywords spherical or plane-parallel must appear. Each of these commands specifies the
symmetry of the mass distributions and activates self-gravitational pressure.
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8.3.2 Gravity external [Mass = 10 M., extent = 3 parsecs, powerlaw = -2]

Additional mass components can be specified by any number of these commands. The first number of
represents the mass. The units depend upon the symmetry (which must be specified separately — see above).
In the spherical case, this number represents the mass (in solar masses) of a pointlike star located at r = 0;
in the plane-parallel case, it corresponds to the surface density (in M, pc~2) of a uniform mass sheet at

z = 0. The number is interpreted as linear unless the keyword log is specified. Two optional parameters are
the physical extent of the mass component (in parsecs, linear unless log appears) and a power-law index.
Together these specify the mass accumulation function

Menclosed = M(r/l’o)a- (8.8)

The last two parameters can be omitted from right to left. Point sources or infinitesimally thin sheets are the
default. The default index is zero.

8.4 < Dark [options]

This command provides a gravitational pressure term due to a dark-matter distribution. At present, there is
only one option, a standard Navarro et al. (1996) (NFW) profile.

8.4.1 Dark NFW virial radius = 18 [characteristic radius = 17]

This command specifies an NFW profile uniquely specified by their virial and characteristic radii g9 and
ry, respectively. The second parameter can be omitted and has the default value ry = r09/10. Both
parameters are interpreted as logarithms of distances in cm.

8.5 Dlaw [options]

An arbitrary density law, specified by the user, will be used. There are two forms of this command. It is
possible to either edit the source to create a new routine that calculates the density at an arbitrary depth or to
interpolate on a table of points.

If the density or density law is specified with both this command and others, such as hden, constant
pressure, etc, only the last command will be honored.

It is possible to specify a change in densities so extreme that the code will have convergence problems.
CLOUDY works by linearizing all equations. It is possible to specify a change in the density that is so
extreme that conditions change too much for the solvers to converge. The code uses adaptive logic to adjust
the zoning and should prevent this from happening but the heuristics may be fooled by drastic density laws.
The code will generate a warning if the density does change by too much—if this happens the cure is to not
use such large density contrasts.

8.5.1 dlaw pl, p2, p3...

This is the default form of the command. It passes the parameters on the command line to a user-provided
function. There are up to ten parameters. A new function fabden must be written by the user and the
version of fabden already in CLOUDY must be deleted. (The code will stop if the initial version of fabden
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is not replaced.) CLOUDY will call fabden as needed to determine the density as a function of depth. The
arguments of the function are the radius and the depth. Both are in centimeters and are double precision
variables. The function must return the hydrogen density (cm~3) as a double precision variable. The code
provided in the function must use the ten or fewer parameters in the structure dlaw to compute the density
at the current position

The following is an example of a function in which the density is the product of the first number on the
command line and the depth.

/+fabden called by dlaw command, returns density for any density law */
#include "cddefines.h"

#include "dlaw.h"

#include "fabden.h"

double fabden (double radius, double depth)
{

return ( depthxdlaw.DensityLaw[0] );
}

8.5.2 © Dlaw wind

This sets up a density profile consistent with a steady-state wind and the continuity equation. The
steady-state velocity profile is parametrized as in Springmann (1994):

W(r) = vo + (v —v0)/ Brr+ (1 — By ). 8.9)

where x = 1 —r, /r and we set r, to the inner radius of the cloud (except that x has a minimum value 0.01 for
computational stability). The mass loss rate into 47 sterradians (M) then allows the density via continuity:

n(r) =M/ (4xmguriv(r)), (8.10)

where U is the mean molecular weight of the gas. The parameters must be specified in this order: M, v.., 52,
B1, vo, v,. Only the first three are required. M should be given as M, yr—!. All velocities should be given
as kms~!. The final three may be omitted right to left and take default values B; = vy = v, = 0. All values
are interpreted as linear values.

This command sets the hydrogen density. This command is experimental.

8.5.3 Dlaw table [depth, radius]

If the keyword table appears on the dlaw command then the code will read in a set of ordered pairs of radii
and densities. The original form of this option was added by Kevin Volk. There must be two numbers per
line as in the example below. The first number is the log of the radius or depth [cm] and is followed by the
log of the hydrogen density [cm—3]. If the keyword depth also appears on the command line then the first
number is interpreted as the log of the depth from the illuminated face and the table must begin with a depth
smaller than 10730 cm, the first point where the depth is evaluated. The first number is interpreted as the log
of the radius if depth does not appear. The ordered pairs end with a line with the keyword end in columns 1
through 3. Up to 500 pairs may be entered.

Linear interpolation in log-log space is done. The following is an example.
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dlaw table depth
continue -35 4

continue 12
continue 13
continue 14
continue 15
end of dlaw

~ o U1 B>

Be sure that the first and last radii or depths extend beyond the computed geometry—this law is only be
used for interpolation and the code will stop if extrapolation is necessary. Note that the first depth must be
smaller than 1073 ¢cm, and also that there must not be a space in the first column of any lines with
numbers—the code will think that an end of file has been reached. Alphabetic characters can be placed
anywhere on the line and will be ignored—I placed the word continue in the first four columns for this
reason (it is actually totally ignored).

8.6 Fluctuations density period ...

This specifies a density that varies as a sine wave. It was introduced to investigate the effects of
inhomogeneities upon the emission-line spectrum (see Mihalszki and Ferland, 1983; Kingdon and Ferland,
1995). The first number is the log of the period P of the sine wave in centimeters. The second two numbers
are the logs of the largest and smallest hydrogen densities over the sine wave. Order is important here. The
last optional number is a phase shift ¢ (in radians) which allows the initial zone to occur at any part of the
sine wave. If it is omitted the calculation will begin at the maximum density. If the phase is set to 7 the
calculation will start at the minimum density.

The density is scaled according to the relation

= (e (o v e (gt

where 7,4 and n,,;, are the maximum and minimum densities and Ar is the depth into the cloud, measured
from the illuminated face.

The simulation may result in a large number of zones since the code must spatially resolve the density
fluctuations. The zone thickness is not allowed to exceed ~0.05 of the period so that each cycle is divided
into at least 20 zones. This may result in very long execution times. The total number of zones (this sets the
code’s execution time) will be at least 20 times the number of cycles over the nebula.

The keyword column will replace the depth variable in equation 8.11 with the total hydrogen column
density. The period should then be the column density of one cycle. This will more evenly weight the final
column density over low- and high-density gas.

The fluctuations abundances command proves a mechanism for varying the gas-phase abundances of
the elements.

8.7 Globule [density =2, depth =16, power =2]

This produces a density law that would be appropriate for a power-law density gradient irradiated from the
outside (see, for example, Williams, 1992). The total hydrogen density n(r) is given by

Ricaledepth ¢ Ar —a
I’l(r) =1, (Rscaeept) =n, (] _ R) [Cme] (812)

scaledepth — Ar scaledepth
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where n, is the background density outside the cloud, with default value 1 cm—3, and Ar is the depth into
the cloud, measured from the illuminated face. The log of n, is the optional first number on the command
line. The variable Ry, depth is the scale depth for the cloud and has a default of one parsec,

Rycatedeprn = 3.086 X 10'8 cm. Other scale depths are specified by the optional second parameter, which
must be entered as a log of the scale depth in cm. The optional third argument is the index ¢, which has the
default' o = 1. The arguments can be omitted from right to left.

8.8 hden 5.6, [proportional to R -2....]

The first number is the log of the total (ionic, atomic, and molecular) hydrogen density at the illuminated
face of the cloud. This is the sum

n(H)=n(H")+n(H")+2n(H)+ Y n(Hyp,,) em ™. (8.13)

other

If the optional keyword linear appears then the number is the density itself and not its log.

For situations where the hydrogen atom is close to LTE and the gas is hot, there is a problem in defining
the neutral hydrogen density because of the well-known divergence of the partition function, as discussed,
for instance, by Mihalas (1978). The atomic hydrogen density is defined as the total population in all
computed levels. In most circumstances, i.e., n(H) < 10!> cm™ and T < 10* K, the ambiguity is much less
than 1%.

Several options are available to specify optional power-law dependencies on depth variables. These are
described in the next sub-sections.

8.8.1 Power-law dependence on radius

The second (optional) number is the exponent for a power-law radial density dependence, as in the
following example:

hden 9, power =-2

1.e.,

o
n(r) = no (ro) <:> lem ™). (8.14)
(o]
In this example n,, the density at the illuminated face of the cloud, will be 10° cm~3. The optional power
law is relative to radius, the distance to the central object, not the depth into the cloud. If @ = —2 then the
density will be proportional to the inverse square of the radius. Both density and photon flux will fall off as
an inverse square and the cloud will tend to have the same ionization parameter (and hence physical
conditions) across the ionized zone.

8.8.2 Clouds extending to infinity

For an inverse-square density law there is a critical value of the number of ionizing photons emitted by the
central object, corresponding to an ionization front at infinite radius;

Qerir(H) = 0 (T,)n24m rd [s71]. (8.15)

I'The default index was 2 for versions 89 and before.
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A hydrogen ionization front will not be present and the model will extend to infinite radius when

O(H) > Qit(H). In this expression og(Te) is the hydrogen Case B recombination coefficient and n, and r,
are the inner density and radius respectively. Generally, a hydrogen ionization front will not be present if
the density falls off faster than an inverse square law, but rather the level of ionization will tend to increase
with increasing radius. In either case, if a reasonable outer radius is not set, the calculation will extend to
very large radii, an unphysically small density will result, and usually the code will crash due to floating
point underflow, followed by division by zero. It is usually necessary to set an outer radius when the density
falls off with an index @ < —2, since, for most circumstances, the cloud will remain hot and ionized to
infinite radius and zero density.

8.8.3 Power-law dependence on depth

The density will depend on the depth into the cloud rather than the radius if both the optional exponent and
the keyword depth appear:

hden 9, power =-2, scale depth = 13

The density is given by

Rscale

001 =00 (1472 ) o) 516

where Ry, 1s the scale depth and Ar is the depth. The log of Rs.4. [cm] is the third number on the line and
must be set.

8.8.4 Power-law dependence on column density

The local hydrogen density will depend on the total hydrogen column density if both the optional exponent
and the keyword column appear;

hden 9, power =-2, scale column density = 21

Here the density is given by

n(r)=nq(ro) (1 + 1\]1(\;1()1;2116> [cm ™3] (8.17)

where N(H) is the total hydrogen column density [cm~2] from the illuminated face to the point in question,
and N (H)cqre [cm_z] is the scale column density. The log of N(H)scqe is the third number.



Chapter 9
GEOMETRY

9.1 Overview

This section describes commands that determine the geometry of the emission-line region. Many of the
quantities used below are defined in the section on geometry in the Chapter DEFINITIONS.

The geometry is always spherical but can be made effectively plane parallel by making the radius much
greater than the thickness of the nebula. It is also possible to compute a model in which the emission-line
region is almost a disk. A covering or filling factor can be specified and the cloud can be either static or
expanding.

9.2 Age 44 years [off]

For an equilibrium geometry the code assumes that the cloud is old enough for atomic processes to have
become time steady. The age command allows the code to confirm that the microphysics is indeed time
steady. The age of the cloud is given on the command line. The default units are linear seconds. The
keyword log will force the code to interpret the number as a log. The keywords minutes, days, weeks,
fortnights, months, years, centuries, and millennia change the units.

The code keeps track of many timescales during a calculation. After the calculation is complete it will
check that none of the equilibrium timescales for significant physical processes were longer than the age of
the cloud. The code will complain if the age of the cloud is not set but still compute the model. If a physical
process is not significant, for instance, the H, formation timescale in a highly-ionized gas, the age is set to a
negative number. This retains the value while not including the process as a significant part of the physical
simulation.

If the keyword off appears then the age will not be checked.

9.3 Aperture commands

9.3.1 Aperture [slit, beam]

The aperture command simulates observing a part of the computed structure with a spectrometer. It was
first incorporated into the code by Peter van Hoof who wrote the original version of this section.

One of the keywords slit or beam must appear. The keyword beam tells the code to simulate observing a
resolved nebula with a small pencil beam centered very close to the central source. If the keyword slit

87
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appears then the computed structure is simulated to be observed with a long slit that extends over the entire
width of the nebula, also positioned very close to the center. In the long slit case, it is assumed that the
observer has added up all the flux from the source over the full length of the slit. It is not now possible to
simulate an off-axis long slit or pencil beam.

The aperture command only affects how volume emissivities are added together to form the final line
spectrum printed in the main CLOUDY output and saved with the save lines command. When optimizing
line fluxes, or line flux ratios, the quantities observed through the aperture will be used. This command has
no effect on any aspect of the calculation of conditions in the gas. It also does not affect the spectral energy
distribution predicted with the save continuum commands. This will always be integrated over the entire
nebula. The continuum bands in the file data/cont inuum bands.ini are not predicted when the
aperture command is used, for this reason.

This command only affects the line luminosities in the luminosity case. When the intensity case is used
and the inner radius is not specified all integrations are for a pencil beam through a plane-parallel slab.

In the following a quantity o is defined with the following meaning: & = 0 in the pencil beam case (we
are observing along a single line of sight passing through the center of the nebula), o = 1 in the long-slit
case (we are observing through a narrow slit placed over the center of the nebula; the slit is longer than the
nebula and the flux is integrated over the entire slit), and @ = 2 in the general case (we are observing the
flux integrated over the entire nebula). The default index is @ = 2.

In all cases an observed quantity Q,, can be defined for a line A as

o

Qu (1) = CaDa | (r)ae(wn ©.1)

where £(A) is the line’s volume emissivity [erg cm3s~!] and

Co =2
C, =27y , 9.2)
G, =4nrd

where r is the inner radius of the nebula. The covering factor D, depends on the geometry and is

Dy =1/2, 1
D, =0/21 . 9.3)
D, :.Q/4717

For the entire nebula (o = 2) this is the familiar definition (see also Sect. 9.5). In the long slit case (& = 1),
Dy is the fraction of a large circle in the plane that is being observed that actually passes through nebular
material. In the pencil beam case (a0 = 0), Dy indicates whether only the front or back side of the line of
sight is covered with nebular material (Dy = 1/2) or if both sides are covered (Dy = 1). The covering factor
for the entire nebula is set with the covering factor command. This is the quantity D,. You can set the
quantities Dy or D using the aperture covering factor command described below.

In the luminosity case Q, will have units erg s~! for the entire nebula, erg cm~! s~! for the long slit
case, and erg cm~2 s~! for the pencil beam. In the intensity case the units are erg cm~2 s~!. The luminosity
and intensity cases are defined on page 11.

Q. is the quantity printed in the main CLOUDY output and by the save lines command in the default
setup. However, if the distance to the object is set with the distance command, we can convert this quantity
into an observed flux at Earth. In the luminosity case we can construct the following relations between
observed quantities and the quantities predicted by the code. These neglect interstellar extinction of course.
The flux measured at the Earth will be

Aa2 Qq (A) [ergem 2571, (9.4)

M) = g2
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with
Ay =Q,D?
A1 =0,D . 9.5
Ay =1

Here Fy, is the observed flux [erg cm~2 s7!] D is the distance of the object [cm], as specified with the
distance command, Q; is the slit width [radian], and €, is the surface area of the pencil beam [sr].

If the print line flux at Earth command is used, then CLOUDY will do this conversion for you and Fy,
will be reported in the main CLOUDY output as well as the save lines output. F, will then also be used when
optimizing line fluxes. You can set the value of ®; or Q;, with the aperture size command described below.

In the intensity case (the intensity case implies o¢ = 0) the relation between the observed surface
brightness S(4) and Q,(A) is simply:

Q (1 arcsecz)

S() = 4

Qo (A) ~ 1.87043 x 107120y (1) [ergem 2 s~ ! arcsec ). (9.6)

9.3.2 Aperture size 2.5

This command should be used in conjunction with the aperture [slit, beam] and print line flux at Earth
commands. It will have no effect otherwise. It allows you to set the slit width [arcsec] or the surface area of
the pencil beam [arcsec?]. These are the quantities ®; and ©;, used in Eq. 9.5. The quantity entered will
always be treated as a linear quantity. If this command is not used, the code will assume a default slit width

of 1 arcsec, or a beam area of 1 arcsec?.

9.3.3 Aperture covering factor 0.6

This command should be used in conjunction with the aperture [slit, beam] command. It allows you to set
the quantity D, defined in Eq. 9.3. A single number should appear on the command line which should be
between 0 and 1. The default value is 1.

9.4 Clumping factor = 0.05 [index =-1]

This is a another name for the filling factor command described on page 91. It takes the same options, and
includes the same physics, as described there.

9.5 Covering factor 0.3

This sets a covering factor /47 for the emission-line region (see AGN3 section 5.9). The argument is the
log of the covering factor if less than or equal to zero and the linear covering factor if positive. It is
impossible to specify a covering factor of zero.

The covering factor affects both the luminosity of the emitted spectrum and the radiative transfer of lines
and continua. If a covering factor is set and the luminosity case used then the luminosities will be for a shell
covering € sr of the central object. Line luminosities will scale nearly linearly with the covering factor. The
covering factor does not strongly affect the line intensities in the intensity case, where the emission per unit
area of cloud is considered. The covering factor does have second-order effects on the spectrum because of
changes in the transport of the diffuse radiation fields.
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cyl

Figure 9.1: This figure shows the geometry assumed when the cylinder command is used.

This covering factor is referred to as the geometric covering factor, and is stored as the variable covgeo.
A second covering factor, covrt, affects the transfer of lines and continua. This command sets both covering
factors.

If no covering factor is entered and sphere is not set then the default is for a geometric covering factor of
unity (the shell fully covers the continuum source) but a radiative covering factor of zero (i.e., an open
geometry).

9.6 Cylinder log semi height =9.12

The model will be spherical, but truncated so as to simulate a cylinder (see Ferland et al., 1982). Figure 9.1
gives an example of the assumed geometry.

The inner and outer radii of the cylinder are set by the radius command. The cylinder command sets the
full height of the cylinder to twice the number entered on the command. The argument is the log of the
semi-height in cm.

The effective volume element used to compute the emissivity of the gas is given by

AV =4xnr? <’”> (mm(rhyl)> £(r) drlem?] 9.7)

Io )

where r, is the inner radius, /,; is the cylinder half-height, and f(r) is the filling factor. The default value is
heyr = 10% cm.

Changing the emissivity as described by equation 9.7 is the only effect of this command. It does not alter
the radiative transfer methods and is only formally correct when the continua and lines are optically thin.

When combined with the aperture slit command, it will be assumed that the slit is oriented along the
rotational axis of the cylinder. If the slit is oriented at an angle, you can model this geometry by dividing the
height of the cylinder by the cosine of the angle. If the slit is perpendicular to the rotational axis you can
simply omit the cylinder command since it will have no effect on the predicted spectrum.
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9.7 Distance 3.2 linear parsecs

This sets the distance to the object from the Earth. The number is the log of the distance in centimeters. The
linear keyword forces the number to be interpreted as the linear distance and the parsecs keyword changes
the units to parsecs.

If the distance is set then it is possible to predict the emission-line fluxes observed at Earth if the
luminosity case is computed. If the distance is set with this command then the observed emission-line
fluxes at the Earth will be printed if the print line flux command is also entered.

This command can be combined with the aperture command to simulate observing parts of a nebula
from the Earth.

9.8 Filling factor = 0.05 [index =-1]

The first number is the filling factor f(r) for a clumpy model (AGN3 Section 5.9). It can be either the
filling factor itself (which is greater than zero and less than or equal to one) or the log of the filling factor (if
it is less than or equal to zero). The second optional number is the index for a power-law variation of the
filling factor f(r), i.e.,

f(r)=f(r) <r)a (9.8)

where r, is the inner radius of the cloud.
The filling factor is used in two ways. The first is to modify the volume emissivity of the gas,

_ Q -1
dE=¢f(r) dVH lergs™ ] 9.9)

where Q /47 is the covering factor. The second is to modify the optical depth scale

dt = o, <n1 . nu§l> £(r)dr (9.10)

u
(see Osterbrock and Flather, 1959).
A filling factor